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A THMlKy AND MODEZ 
OF WARNING BEHAVIOR 
M A CONTROL TASK 

by 
Albert Ernest Preyss 

ABSTRACT 

A theory i s  presented  for the explanation of human Xearning 
behavior i n  a m u d .  control task.' In the performance of a 
psychomator task, a human operator  responds t o  sensory stimuli with . 
limb movements. This psycho-physiologkd. phenomenon is conceptualized 
herein as a single channel  information  processing system. A sensor, a 
decision  center and an effector are the serially connected components of 
the system. Transmission and processing of informstion expend time, and 
the delay between the reception of a f i n i t e  sum of camponent times which 
are assumed t o  be statistically independent random variables. 

In the decision  center  responses are selected from 8 set of possible 
alternatives.  Stored i n  memory are aprior i  estimates of. the  probabili ty 
that a specific response should be inforced at the moment of decision. 
Response selection is determined by a rule which takes the pr iors   in to  
account. Learning is  effected by a revision of the pr iors  %Sed on the 
wei@ting of cer ta in  evldence. Readily perceived  events i n  the state 
his tory of the dynamic process  being  controlled are used f o r  evidence i n  
resolving control  policy  uncertainty. Bayes' theorem is the revision 
rule. 

The model of human learning  behavior is a computer program obtained 
from a t ranslat ion of the theory  into machine language.  Behavior of the 
model &pends not only on the d e s  of infomation  processing  postulated 
by the theory,  but also on a set of parameters  characterizfngthe  mental 
and physical  at tr ibutes of an individual .human operator. Model behavior 
is compared with subject  behavior measured i n  a motor skill experiment 
performed at M. I. T. 's Man Vehicle Laboratory. 

As set forth,  the theory explans how a human operator  learns t o  
regulate the state of a dynamic process using a relay controller. Gener- 
a l izat ion of' the theory t o  other task contexts is discussed. 
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CHAPTER 1 

INTRODUCTION 

1.1 Background 

Human learn ing   behavior   in  a manual con t ro l  task is the  

theme of t h i s  d i s s e r t a t i o n .  The rea l   impetus   for   in tens ive  

research  on t h i s  sub jec t  came from World War I1 w i t h  the  de- 

velopment of highly complex man-machine systems f o r  employ- 

ment ‘in modern warfare. Wartime experiences w i t h  t h e  design 

of   sophis t icated weapons  and w i t h  t he   s e l ec t ion  and t r a i n i n g  

of  personnel  to man them emphasized t h e  need f o r  a compre- 

hensive  study of the human opera tor  m d  the  task v a r i a b l e s  

e f f e c t i n g  h i s  performance.  Systematic  investigations  of 

motor ski l ls  were i n i t i a t e d   i n   t h e  immediate  postwar  years 

both  here and abroad,  Sponsored and  encouraged p r i m a r i l y  by 

the m i l i t a r y  se rv ices ,   researchers   p roceeded   to   t es t   var ious  

earlier  hypotheses  about  psychomotor  behavior and t o   r e v i s e  

them on the basis of  fresh  evidence, as well  as t o   p o s t u l a t e  

e n t i r e l y  new hypotheses,  Over  the  years,  beginning around 

1945, the   e f for t s   o f   these   researchers  have r e su l t ed   i n   t he  

accumulation  of a wealth  of  experimental data and i n  a sub- 

s t a n t i a l  amount  of verba l iz ing   about   the   in ferences  which 

can  be drawn from these   f ind ings ,  Reviews  of t h i s  period, 

such as those by Bilodeau and Bilodeau ( 18) , A d a m s  ( 2 ) ,  and 
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Young and S t a r k  ('*') give   an   exce l len t   account ing  of t h e  work 

which has been  done by psychologists,  physiologists,  engineers 

and c o n t r i b u t o r s   f r o m   o t h e r   d i s c i p l i n e s .   P e r u s a l  of t h e ' l i t -  

e r a t u r e   c i t e d   i n   t h e s e   r e v i e w s   r e v e a l s  t h a t  al though t h i s  

per iod   of   inves t iga t ion  h a s  prodvced many s i g n i f i c a n t  accomp- 

lishments,  t .he l i s t  of  achievements does not   inc lude  a theory 

o r  model of human learn ing   behavior   in  R manual c o n t r o l  task. 

1.2 Scope of Work 

A theory is presented i n  t h i s  work fo r   t he   exp lana t ion  

of how motor skills a re   l ea rned  by human opera tors .  Based on 

t h i s  theory, a model of human learn ing   behavior   in  a manual 

control task is constructed.  A t es t  of the  theory i s  pro- 

vided by a comparison  of  the  learnlng  behavior of the  model 

w i t h  t h e  learning  behavior  of s u b j e c t s  who p a r t i c i p a t e d   i n  a 

recent  experiment  conducted a t  M . I . T . ? s  Man-Vehicle Laboratory. 

1.3 Theore t i ca l  Approach 

Motor skil ls  l ea rn ing  i s  given a s t o c h a s t i c   i n t e r p r e t -  

a t i o n  by the  theory.  According  to t h i s  i n t e r p r e t a t i o n ,  motor 

skil ls  l ea rn ing  is a s ta t is t jcal  r ev i s ion  making process  by 

which the  human o p e r a t o r   i d e n t i f i e s  a p o l i c y   f o r  t h e  mmual 

control   of  a dynamic  process. T h i s  pol icy  determines t h e  

limb movement he w i l l  make In response t o  a given sensory 

stimulus.  Before t h i s  po l icy  i s  i d e n t i f i e d ,   t h e  human oper- 
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a t o r  is unce r t a in  as t o  which limb movement, of a p o s s i b l e  

set of a l t e r n a t i v e s ,  i s  the co r rec t   r e sponse   t o  a given  sen- 

sory stimulus,  He must ,   nevertheless ,   respond  to   s t imuli   (no 

limb movement is a lso   cons idered   to  be a response) while  the  

manual c o n t r o l  task i s  going on, When he does,  h i s  s e l e c t i o n  

of a r e sponse   a l t e rna t ive ,  the theory   pos tu la tes ,  i s  based on 

h i s  p r e f e r e n c e s   f o r  t h e  a l t e r n a t i v e s   i n   r a n k i n g  them a t  the 

moment of   choice,   these  preferences  being  expressed as prob- 

abilities. 

A con t ro l   po l i cy  i s  i d e n t i f i e d  and the re fo re ,  a manual 

c o n t r o l  task i s  learned  when the human opera tor   reso lves  h i s  

uncer ta in ty ,  That  is, when by t h i s  statistical r ev i s ion  

making process  he changes h i s  p r e f e r e n c e s   u n t i l  all. but  one 

a l te rna t ive   response   to  a given  sensory  st imulus becomes i m -  

probable.  Bayes'  theorem is  the  proposed  analogue  of man's 

a lgo r i thm  fo r   r ev i s ing  h i s  opinions,  i o e . ,  f o r  changing h i s  

p ' r e f e rences   fo r   a l t e rna t ives ,   Us ing   p robab i l i t i e s   fo r   t he  

orderly  expression  of human opinion and represent ing  statist- 

. i c a l   r e v i s i o n  making by Bayes'  theorem are   concepts  which 

cha rac t e r i ze  an a p p l i c a t i o n  of Bayesian s t a t i s t i c s   f o r   t h e  

p r o b a b i l i s t i c   d e s c r i p t i o n  of human information  processing, 

These  ideas  have  been  incorporated  in  the  present  theory  to 

permit a complete  mathematical  treatment of a psychological 

phenomenon, the  explanation  of which is enchanced  through 
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q u a n t i f i c a t i o n .  

The theo ry   pos tu l a t e s  t h a t  t h e  se lec t ion   of   response  

alternatives and t h e  revis ion  of   preferences  for   response 

a l t e r n a t i v e s  are func t ions   o f  what is called the   dec i s ion  

cen te r   o f  t h e  human mind and t h a t  t h i s  d e c i s i o n   c e n t e r  i s  

one  component  of a single-channel  information  processing 

system. Also  included  In t h i s  Information  processing system 

a r e  a sensor ,  which perce ives   the   in format ion  upon which the 

d e c i s i o n   c e n t e r  acts, and  an  effector ,  which executes   the 

response   dec is ions  made by  the center .  An explanat ion of 

the   opera t ion   of  t h e  sensor  and t h e  e f fec tor   comple tes   the  

desc r ip t ion   o f  human learning  behavior  provided by the  theory,  

1.4 Modelling  Approach 

A model of human learn ing   behavior   in  a manual c o n t r o l  

task is r e a d i l y  constructed,   once t h e  theory has been  develop- 

ed. The model is, i n  fact ,  a d ig i t a l  computer  program which 

is obtained from a s t ra ight forward   t rans la t ion   o f   the   theory  

i n t o  machine  language. There a r e  a s e t  of  read-In  parameters 

which govern t h e  learn ing   behavior  of t h e  program.  These 

parameters cor respond  to  human psycho-physiological  character-  

i s t i c s  and  can  be  adjusted  to   vary  the  individual i ty  of t he  

program. Adams(op. c i t . )  i n  a well w r i t t e n  and succ inc t  

d i scuss ion   o f   mo to r   ab i l i t i e s  makes the  foll.owing  statement, 
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"Whatever t h e  eventual  approach, t h e  need I s  laws f o r   l n -  

dlvidual  behavior." I t  I s  qu i t e   appa ren t  t h a t  i n t e r - sub jec t  

In t r a - t r i a l   r e sponse   va r i ab l l l t y  I s  present  in  any  experiment 

Involving t h e  t e s t i n g  of humans. To ignore t h e  f a c t o r s  which 

cause   one   Ind iv idua l ' s   behavlor ' to  d i f f e r  from a n o t h e r ' s   o r  

t o   d i f f e r  from  one time to   ano the r  is to   Ignore what are fre- 

quent ly  t h e  major  sources  of  variance In experimental data. 

Recourse t o  a s t o c h a s t i c  model w i t h  v a r i a b l e  parameters repre- 

sen ts   an  attempt to account   for   these  sources   of   var iance.  
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CHAPTER 2 

THEORY A& MODEL 

2.1 General 

A theory and a model of human l e a r n i n g   b e h a v i o r   i n  a man- 

u a l   c o n t r o l  task are developed i n  t h i s  chapter. Regulating 

the  state of a dynamic  process is the  manual c o n t r o l  task i n  

which the learning  behavior   of   the  human opera tor  i s  explain- 

ed, Although  the  approach  taken  herein may be adopted   for   the  

explanat ion of human ope ra to r   behav io r   i n   o the r  task con tex t s  

and some of these ex tens ions  w i l l  be d iscussed  later, we are 

spec i f ica l ly   concerned  w i t h  the  behavior  of  operatollslearning 

how t o   n u l l  the ou tpu t  of a dynamic p rocess   t h ru   t he   ac tua t ion  

of a two-position relay c o n t r o l l e r .   I n   a d d i t i o n ,  it i s  assum- 

ed t h a t  the  dynamic  process  being  controlled i s  time  invar- 

i a n t  and def ined  by a l i n e a r  or n o n l i n e a r   d i f f e r e n t i a l  equa- 

t i o n  of  second  order  and f irst  degree.  Again, i t  i s  poss ib l e  

t o   g e n e r a l i z e  our approach  and  consider  processes  not  included 

i n  t h i s  r e s t r i c t e d   c l a s s .  However, e x t e n s i o n s   i n  t h i s  direct-  

t i o n   a r e   n o t   d i s c u s s e d   i n   t h e   p r e s e n t  work. 

Human operators   in   performing  manual   control  tasks re- 

spond to   s enso ry   s t imu l i  w i t h  limb movements. The develop- 
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ment of our theory  begins  with  the  conceptualization  of  this 

psycho-physiological  phenomenon  of  response  generation as a 

single  channel  information  processing  system.  Following  the 

presentation  of  this  concept,  we  proceed  to  elaborate  upon a 

'description for each  of  the  serially  connected  components 

comprising  this  information  processing system.  There are 

three  components  to  be  considered: a sensor, a decision  center 

and an effector,  and it is natural  to  treat  them in this  order, 

since  it  corresponds  to  the  sequence in which  we  assume in- 

formation is processed as it  flows  thru  the  system.  Each 

component  operates on the  information  transmitted  to  it,  and 

with the  exception  of  the  sensor's  function,  these  operations 

are interpreted  stochastically. By interpreting  human  infor- 

mation processing  stochastically,  we  are  able  to  account  for 

both  the  inter-subject  and  the  intra-subject  variability  which 

are  characteristic  of  human  responsiveness  in  manual  control 

tasks.  The  theory  we  present,  therefore, is a theory  which 

predicts the  performance  of  individual  human  operators in a 

, specific  task  and  which  explains  the  causes  of  differences  in 

performance  between  individuals. 

Before  we  begin  the  detailed  development  of  the  theory, 

we briefly  outline our concept  of  how  the  human  operator 

functions as a  stochastic  information  processing  system.  In 

our  view,  information,  related  to  the  state  of  the  dynamic 



process  being c o n t r o l l e d  and d i s p l a y e d   t o  the human oper- 

a t o r ,  is perceived by the sensor,   quantized  and  transmitted 

t o  the dec i s ion   cen te r .  When t h e  c e n t e r  is free t o   p r o c e s s  

new data, I t  a c c e p t s  the most r ecen t ly   r ece ived  sample of 

state information  and decides upon a response   to  t h i s  stimu- 

lus .  A d e c i s i o n  is requi red   because   a l te rna t ive   responses  

t o   t h e  same s t imulus  are poss ib l e .   S to red   i n   t he  memory of 

t h e  d e c i s i o n   c e n t e r  are the o p e r a t o r ' s   p r e f e r e n c e s   f o r  the 

pos.yible   a l ternat ives   and w e  express   these  as p r o b a b i l i t i e s .  

Se lec t ion   of  a response is governed by a r u l e  which takes 

the  operator 's   preferences  into  considerat ion.   Response de- 

c i s i o n s  are then  passed on t o  the e f f ec to r   fo r   execu t ion .  

Time elapses between the acceptance  of a sample and the com- 

p le t ion   o f  t h e  selection  and  between t h i s  moment and the ex- 

ecut ion   of   the   response .   These   in te rva ls   a re  treated as 

s t a t i s t i c a l l y   i n d e p e n d e n t  random variables.   During each of 

t hese   cyc le s ,  t he  d e c i s i o n   c e n t e r  may a l s o  take t ime  ou t   to  

r e v i s e  the  s to red   p re fe rences   be fo re   i n i t i a t ing   t he   s e l ec t ion  

process ,  i f  i t  is deemed necessary.   Revisions  are based on 

the  outcomes  of  previous  response  selections,  a procedure 

which we r e f e r   t o  as the weighting of  evidence  and which we 

d e s c r i b e  by a n   a p p l i c a t i o n  of a set  of i d e a s   c o l l e c t i v e l y  call- 

ed Bayesian statistics. Thus, the learning  behavior  of the 

system is cha rac t e r i zed  by a weighting procedure which r e v i s e s  

p re fe rences   fo r   poss ib l e   r e sponse   a l t e rna t ives ,   P rocess ing  a 
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revision adds to the delay  between  st imulus  reception and 

response  execution, and this increment is a l s o  treated as 

a random variable. 

When the development of the theory i s  f in i shed ,  a model 

of human l earn ing   behavior   In  a manual c o n t r o l  task is con- 

s t ructed.  T h i s  model is a computer  program  derived by t rans-  

lating the theory i n t o  machine  language. The t r a n s l a t i o n  i s  

accomplished by writing a source  program i n  FORTRAN symbol- 

ism and compiling i t  on an IBM 7090 d ig i t a l  computer. The 

theory I s  t e s t e d   I n  a l a t e r   c h a p t e r  by comparing  the  behavior 

of individual   runs  of   the  program wi th  the behavior  of  in- 

d iv idua l  human opera tors  who performed  the  manual  control 

task i n  a motor skill experiment. We proceed now w i t h  the 

theoretical   development.  

2.2 A Manual Control  Task 

A manual c o n t r o l   o r  psychomotor task may be def ined as 

a task wherein a human operator ,   thru a psycho-physiological 

process ,   in   response   to   sensory   s t imul i ,  makes limb movements 

for   the  purpose of con t ro l l i ng  a dynamic process   to   ach ieve  

some specif ied  object ive.   In  t h i s  work we a r e  concerned 

w i t h  the  behavior  of human opera tors  who a re   l ea rn ing  how t o  

regula te  the  s t a t e  of a dynamic process by p re s s ing   o r   r e l eas -  

ing a key w i t h  t h e i r  finger, thereby  actuat ing a two-position 
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relay controller.  We assume  that  the  process'dynamics are 

second  order  and  first  degree  and  that  the  output of  the 

process, x, is displayed  to  the operator. Further,  the ob- 

jective is to  keep x nulled  and  operator  performance is 

scored on the basis of  the  integrated  absolute  value of x 

over  the  duration  of a trial. In this task,  the complete 

finger  movement  necessary  to  actuate  the  switch  once  is  de- 

fined as an operator's response. 

2.3 The Human Operator: A Single ChaMel Information  Pro- 

cessing  System 

A basic  postulate of this  theory is that %he human op- 

erator  is  fundamentally a one-channel  data  processing system, 

and  that a central  decision  mechanism  must be allowed a 

finite  time  to  process  one S-E3 (stimulus-response)  sequence 

before  accepting a second.I1 The  quotation  is  from  Adams  and 

Creamer(4), who go on to  cite  what  evidence is available to 

support  this  hypothesis,  including  their own experimental 

findings. Much of  the  evidence has  been  contributed by 

British  investigators,  the  most  prominent of whom is  Welford 

(lo8). Research  on  this  topic ( lo6) often  appears  under  the 

heading  of  the 'Ipsychological refractory period". 

Consistent  with the assumption  that  the  human  operator 

is a single  channel  Information  processing system  we  propose 
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the  following  interpretation  of a stimulus-response se- 

quence, Wilde  and  Westcott (116) have  also "sought a deep- 

er understanding of the  physiological  mechanism  by  which a 

visual  stimulus  produces  muscular  movement of a human oper- 

ator,It and  their  thinking  has  influenced  our interpretation. 

As we see it, the sensory  apparatus,  which  is  the  first 

component  in  this  serially  connected system, transmits in- 

formation  to a decision center, the second component. This 

information  arrives  continuously, but is only sampled by  the 

center  occasionally  because the processing  of  information 

requires a finite time. In the  center, a decision  is  made 

on a choice  of  response to the stimulus, After  the  decision 

is made, the  center  transmits  information  to  the  effector 

mechanism,  the  third component. While the  effector is  ex= 

ecuting  the  response,  the  center  is  preoccupied  with  the 

task  of  monitoring  the  execution,  and so it can  not  make 

another  response  decision  until the execution  is complete. 

Part of this  monitoring  task  involves the  processing  of pro- 

prioceptive  signals fed back  from  the postural system. When 

the  execution of a response  is  complete,  the  center  accepts 

a new  sample of sensory  information  and  the  cycle  repeats 

itself. The  time  to  complete  one  cycle  is  the sum of the 

time  to  make a decision and  the  time to  execute a response. 

DT will  be  used  to  designate the first  interval  and RT the 

second 
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2.4 The Sensor 

I n  a manual c o n t r o l  task man's  sensory  apparatus  pro- 

vide him wi th  the state informat ion   necessary   to  effect  the  

c losed   l oop   con t ro l   o f  a dynamic  process, H i s  percept ion 

of   the  displayed  output ,  x, and  of I ts  rate of  change, v, 

i s  s u b d e c t   t o   c e r t a i n   l i m i t a t i o n s ,  We know, f o r  example, 

t h a t  t ones   c lose   i n   f r equency   can   no t  be discriminated be- 

tween by the ear, that angles   can  be  resolved by the  eye  only 

t o   . f r a c t i o n s  of a degree and that the est imat ion  of  rates of 

change in   s t imulus   d imens ions  i s  less c e r t a i n   t h a n  the  e s t l -  

mation  of the dimension i t se l f .  I t  i s  a l s o  known that sen- 

sory  information is d e l a y e d   i n  i t s  t r ansmiss ion   t o   t he  high- 

e r  menta l   cen ters ,  so that the human o p e r a t o r ' s  knowledge  of 

the process '  state is never   current .  Then there i s  t h e  

ques t ion  of how t h i s  information i s  coded for   mental   process-  

ing, This  ques t ion  I s  important  because  man's  channel  cap- 

a c i t y  i s  l imi t ed   and   e f f i c i en t   cod ing  i s  tantamount  to  mini-  

mizing  processing times which, i n   t u r n ,  is e s s e n t i a l   t o  good 

performance i n   c o n t r o l  tasks, Our descr ip t ion   of   the   opera-  

t i o n  of man's  sehsory  apparatus i s  an   a t tempt   to   cons ider  

a l l  o f   t h e s e   f a c t o r s   i n  the simplest manner. Figure 2.1 

shows a f i n i t e  g r id  over lay ing   the   s ta te   space   o f   the  dy-, 

namlc  process. It  I s  assumed t h a t  sensory  st ' imull  are cate- 

gorized by the   coord ina te s  ( m , i )  of  the mesh i n  which the  

p r o c e s s '   s t a t e   a c t u a l l y  l ies .  We are say ing ,  I n   e f f e c t ,  

12 



Quantization 

of t h e  

State S p a c e  ( 

of t h e  

Dynam i c P roc e 

" t  

F'IGURE 2.1 

13 



t h a t  the dec i s ion   cen te r ,   due   t o   measu remen t   e r ro r s  and 

t ransmiss ion   de lays ,  is c e r t a i n   o f  the c u r r e n t  state of the 

dynamic  process   only  to  within t h e  dimensions of a mesh and 

furthermore,  t h a t  even i f  the data could be r e so lved   fu r the r ,  

it would n o t  be des i r ab le   s ince   p rocess ing  times would be 

lengthened. We a re ,   t he re fo re ,   cod ing  by quant iz ing.  Note 

t h a t  the points  (x,-v)  and  (-x,v)  have the same mesh coordi-  

n a t e s o  

2.5 The Decision  Center 

S u b j e c t i v e   P r o b a b i l i t i e s  - When the  d e c i s i o n   c e n t e r  

samples the  s t a t e   i n fo rma t ion   t r ansmi t t ed  by the  sensor ,  i t  

must  use t h i s  data t o   d e c i d e  upon a response. For t h e  task 

i n   q u e s t i o n  t h i s  means  choosing  between  the  alternatives:  

t o  switch c o n t r o l   p o l a r i t y  or n o t   t o  switch. During the learn-  

ing phase, t h e  human opera tor   does   no t  know which of these two 

a l t e r n a t i v e s  i s  c o r r e c t .  I t  may be said, t h e r e f o r e ,  t h a t  a 

s t a t e   o f   u n c e r t a i n t y   e x i s t s   i n  h i s  mind. Thus,  before  he  can 

make a response,  the human opera tor  i s  f o r c e d   t o  weigh each 

o f   t he   a l t e rna t ives   and  on the  basis of some expression of 

preference ,   to   se lec t   one ,   Accord ing   to  a d e f i n i t i o n  by Good 

(41), “a psychologica l   p robabi l i ty  is a degree  of   bel ief  or 

I n t e n s i t y  of convic t ion  t h a t  i s  used fo r   be t t i ng   pu rposes ,  

for m a k i n g  d e c i s i o n s ,   o r   f o r  any  other  purpose,   not  necessar- 

i l y  a f t e r  mature   considerat ion  and  not   necessar i ly  w i t h  any 
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attempt  at  consistency  with one's other opinions," When 

a person.uses a mconsistentm set  of  probabilkties,  that i s ,  

they  obey  the  usual  axioms  of  probability,  Good  says  that 

they  are  called  "subjective" probabilities, We accept  this 

concept and  propose  the  use  of a probability as an express- 

ion  of  preference in the  weighting  of an alternative, 

Hypothesized  Control  Policies - In order  to  determine 

the  probability  that  the  control  polarity.  should be switch- 

ed we go through an intermediate  step  which  is now discussed, 

A control policy for  the  regulation of a second order  dy- 

namic  process may  be defined by specifying  the  locus of 

states, ( x , v ) ,  dividing  the  region of phase  space wherein 

the  control  polarity  should be positive  from  the  region  where- 

in it should be negative. Such a locus  is called a switch 

curve, We will  assume  that stored  in  the  memory  of  the  de- 

cision  center  is a set of  probabilities,  p(Hi(xm)),  for  each 

of  the MxN hypotheses, 

HI(xm): The  switch  curve  passes  thru  the  mesh, 

(x,,v,) , 

and  that  these  probabilities are  distributed so the  con- 

ditions, 
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N 
2.1 

are satisfied. By summing on i . ins tead  of on m,  w e  avoid cer- .  

t a i n   d i f f i c u l t i e s  which would arise later,  because a swi tch  

curve is  not   necessar i ly   s ing le-va lued  when expressed as a 

M c t i o n  of V. A subset of these  hypotheses  such as t h e  j o i n t  

hypothesis ,  

rllay be   i n t e rp re t ed  as t h e  de f in i t i on   o f  a con t ro l   po l i cy ,  

s ince  i t  s p e c i f i e s  t h e  mesh, f o r   e v e r y  x wherein  the  con- 

trol polarity  should  be  switched.  Although it i s  poss ib l e  

to   base   swl tch ing   dec is ions  on these   jo in t   hypotheses  and 

t h e i r   p r o b a b i l i t i e s ,  we propose a much simpler scheme. Be- 

f o r e  w e  do, though, recall  t h e   l a b e l l i n g   I n   f i g u m  2.1. The 

r eason   fo r  drawing no   d i s t inc t ion   be tween  the   s ta tes  (x,-v) 

and(-x,v) 1s t h a t  w e  a r e  assumlng the switch curve i s  a n t i -  

symmetric and t h e r e f o r e ,  the same decis ion  can  apply  to  

e i t h e r  stateo 

m’ 

A Select ion  Rule  - The p r o b a b i l i t i e s   a s s i g n e d   t o   t h e  

hypotheses, HI(xm), may be  used i n   s e v e r a l  ways t o   dec ide  

whether o r   n o t   t o   s w i t c h   c o n t r o l   p o l a r i t y  when t h e  sampled 
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state is (5,v ). It is not  likely  that a single one of 

these  methods  will  characterize  the  decision making of all 

human operators. Rather,  one  would  expect  the  rule for the 

selection  of an alternative  to  differ  among  individuals. 

Nevertheless,  we  will  postulate a unique  representation of 

the  selection  process in order  to  make  the  development of 

theory  and  model  more  tractable.  The  selection  rule  we  pro- 

pose  depends on the  probability, 

3 

N 
2.2 

that  the  switch  curve at xm passes  thru a mesh  whose  velocity 

coordinate  lies in the  closed  interval,  (vJ,vN).  We  refer  to 

this as a switching  probability  and  assume  that  the  selection 

of an alternative is a Bernoulli  trial  with  probability, 

Qj(xm), of success, l e e . ,  of switching. When we  speak of 

switching  with  probability, Q (xm), we  imply  that  the  control 

polarity is opposite  to  the  sign of x, at the  time of decision 

and  that  the  switch  will  make  the s igns  the sameo In this 

case, 1-Q . ( xm) is the  probability  that  the  signs are  kept 

opposite, i.e., no switch  occurs. If at the  time of decision 

the signs are  already  the  same,  then 1-Q (x,) is the  probabil- 

ity  that  the  center decides to  switch  control  polvrity  to 

make  it  the  opposite of sgn(xm)  and in this  case, Q ( x  ) ,  

j 

J 

j 

j m  
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is t he   p robab i l i t y   o f   no t  switching. 

P r i o r   P r o b a b i l i t i e s  - Consider now what occurs   on  the 

first trial of a motor s k i l l  experiment. A sub jec t  has been 

b r i e f e d  on t h e  task he i s  t o  perform. On what does  the human 

ope ra to r  base h i s  f irst  response? If no c l u e s  have  been  pro- 

vided by the  b r i e f ing ,   any   p re fe rence   fo r  a p a r t i c u l a r  re- 

sponse  must r e f l e c t  a personal  bias stemming  from h i s  pas t  

experience w i t h  similar o r   r e l a t e d  tasks. O r ,  a sub jec t  might  

make a guess  a t  what the  dynamics of t he   p rocess   a r e  and  there- 

by be favorable  disposed  toward  one  control  policy.  Another 

sub jec t  may have  very l i t t l e  experience w i t h  manual con t ro l  

tasks and may be i n i t i a l l y   i n c l i n e d   t o  treat  the   poss ib le  

a l t e r n a t i v e s  as equa l ly  l i k e l y  candidates.  Whatever h i s  back- 

ground, a s u b j e c t ' s   i n i t i a l   b e l i e f s ,   t h o s e  which  he "brings 

w i t h  him," are expressed by t h e   p r o b a b i l i t i e s   s t o r e d   i n   t h e  

d e c i s i o n   c e n t e r ' s  memory a t  the beginning  of  the  experiment. 

These a r e   c a l l e d   p r i o r   p r o b a b i l i t i e s  and a decis ion  to   respond 

f o r   t h e  f irst  time i s  based  on them. 

Revising The P r i o r s  - I n   o r d e r  t o  l e a r n  a psychomotor 

task, the  human ope ra to r  must  resolve h i s  unce r t a in ty  as t o  

the  locat ion  in   phase  space  of   the  switch  curve.  He may wish,  

t h e r e f o r e ,   t o   r e v i s e  h i s  opinions and express  some other   pre-  

f e rence   fo r   t he   poss ib l e   a l t e rna t ives .  A r e v i s i o n  of opinion 
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can be treated as a change i n  the  p r i o r   p r o b a b i l i t i e s ,  

p(Hi(Xm)). In the terminology  of s t a t i s t i c s  t he  rev ised  

Opinion is commonly referred t o  as a pos t e r io r   p robab i l i t y .  

Information  used  for   the  purpose  of   revis ing  an  opinion shall 

be called evidence, E, Whatever the  form  of t h i s  evidence, 

the   subjec t ' s   use  of i t  can  be  thought of as a weighting of 

the p r io r .  Such a weighting may be  represented  symbolically 

i n  the following way, 

where the prime  denotes a p o s t e r i o r   p r o b a b i l i t y  and the  term, 

w i ( E ) ,  is the   weight ing  appl ied by the  evidence, 

A Revision  Rule - A t r i v i a l  consequence of t h e  product 

axiom of p robab i l i t y  i s  a r e l a t i o n s h i p  known as Bayes'  theorem, 

2.4 

An analogy can be drawn  between  equations 2.3 and 2.4 i f  a 

pos t e r io r   p robab i l i t y  is t aken   to  mean t h e  cond i t iona l  pro- 

b a b i l i t y ,  p ( H . / E ) ,  t h a t  t he  i - t h  hypothesis i s  t rue   g iven  the  

evidence, and i f  the  weighting  term i s  i d e n t i f i e d  w i t h  t h e  

term, p ( E / H i ) / p ( E ) .  There  have  been  recent  investigations,  

1 
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see for example  Phillips,  Hays  and  Edwards (86)or Beach ( 10) e 

to  determine  whether or not, in his estimation  of  posterior 

probabilities, man is a Bayesian (i.e., he  applies a revision 

rule  approximating  Bayes'  theorem  which is the  formally  op- 

timal rule). A dominant  finding is that  man is conservative! 

he is inefficient in resolving his uncertainty, as he is un- 

able to  make  maximum use of  the  available evidence.  Select- 

ion of an algorithm  to  characterize man's revision  rule is 

complicated  not  only by  the question  of  efficiency,  but  also 

by  the  question  of  uniqueness.  It  again  seems  reasonable  to 

expect  that  rules for the  revision  of  opinion  differ  among 

individuals. Thus,  the  analogy  which has been  suggested is 

certainly  but  one  of  many  possible.  However,'  we  will,  never- 

theless,  accept  the  analogy for the unique  characterization 

of  man's revision  making process. 

We have  assumed  there  are N hypotheses for every m. 

Thus the  substitution 

is valid. Making use  of  the  postulated  analogy and of 

equation 2.5 permits  the  following  definition of  the  weights, 

20 
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In t h i s  expression the denominator  term on t h e  right hand 

side can be thought of as a norma l i za t ion   f ac to r  which i s  

r e q u i r e d   i n  order that the condi t ion ,  

2.7 

be sa t i s f i ed .   The re fo re ,  t h e  formal   evaluat ion of t he  weights, 

w i ( E ) ,  can be accomplished  once  the  priors, p(HI) ,  a r e  known 

and t h e  N c o n d i t i o n a l   p r o b a b i l i t i e s  p(E/Hi) ,  have  been deter- 

mined, When a p r i o r  i s  rev ised ,  t h e  r e s u l t i n g   p o s t e r i o r  prob- 

a b i l i t y  becomes the p r i o r   f o r  t he  next   rev is ion  and so on, 

Weighting The Evidence - If a r ev i s ion  i s  made, what 

evidence i s  used  and  in what way? An answer t o  t h i s  ques t ion  

depends  on the task i t s e l f ,  I n  the present  work we a re   dea l -  

ing wi th  a state r e g u l a t o r  task i n  which t h e  human opera tor  

a c t u a t e s  a relay t o   n u l l   t h e   o u t p u t  of a second  order  dynamic 

processo A t  any  Instant   of  time durlng t h e  course of a trial 

in this task, the   s igns  of the  s t a t e   v a r i a b l e s ,  (x,v), and 

t h e  p o l a r i t y  of the cont ro l   can  be used t o  d i s t i n g u i s h  which 

of fou r   poss ib l e  situations preva i l s .  Each case is  depicted 
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on f i g u r e  2.2 w i t h  sketches of  segments  of the corresponding 

phase   t ra jec tory ,   and  wi th  the   con t ro l l e r   ou tpu t  called U. A 

d e c i s i o n   t o   r e v e r s e   c o n t r o l   p o l a r i t y  i n  each of.  these f o u r  sit- 

ua t ions   p re sen t s   ev idence   t o  the ope ra to r  which he can use . to  

r e so lve  h i s  u n c e r t a i n t y  as t o  the loca t ion   o f   t he  switch curve. 

I n  the first s i t u a t i o n ,  a d e c i s i o n  t o  swi tch  might r e s u l t  

i n  t h e  outcome I l l u s t r a t e d  by the first sketch of   f igure  2.3. 

Call t h e   p o s i t i o n  a t  which the   t r a Jec to ry   c ros ses   t he   x=ax i s ,  

Xk The theo ry   pos tu l a t e s  t h a t  the evidence, 

E (x ) :  Swi tch ing   i n  the mesh ( % , v j ) ,  when u and x 
3k m 

a r e  of opposi te   s ign  and x and v are of 

o p p o s i t e   s i g n ,   r e s u l t s   i n   t h e  phase tra- 

j ec to ry   c ros s ing  the x-axis  between xk and 

X + AX, 
k 

is  used by the  o p e r a t o r   t o  test t h e  hypotheses, H i ( X m ) ,  

i = l,...,N. T h i s  implies that i n   o r d e r   t o   r e v i s e  h i s  estimate 

of p ( H i ) ,  t he  human operator   must   ass ign a value  to  each  of the  

N c o n d i t i o n a l   p r o b a b i l i t i e s ,  p ( E  /H ). Col l ec t ive ly ,   t hese  Jk i 
N. c o n d i t i o n a l s  are part of what we c a l l   t h e  human ope ra to r ' s  

@@subjec t ive  model  of the phys ica l  world." A subjec t ive  model 

of the  physical  world  summarizes man's bel iefs   concerning the 

l ikelihood  of  obtaining  various  .outcomes  from  an  experiment 
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Possible Sign Combinations of the Varlabl.es x,  v and u 

x and v opposite  sign ) X  

u ond x opposite  sign 
x and  v same  sign 

and v some  sign 

u and x same  sign 
x and v opposite  sign 

FIGURE 2.2 
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before  switching 

\ 
"" after  switching 

Case 1 . X  

I Phase Trajectory 
V Before and  After Switching 

for E a c h  Possible 

Sign Combination 
Case 2 , x  

v ,  

Case 3 * X  

\ 

FIGURE 2.3 
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when  the true  state  of  the  world  is known. These  beliefs 

develop from a lifetime of everyday  experiences  with the 

forces of nature. Like  the priors,  the  subject brings them 

with him to the task. Many illustrations  of man's depend- 

ence  on  these  models  to perform  manual control  tasks  can be 

cited. For example, the  initial  limb  force  needed to lift 

an object  requires an estimation of the object's weight 

given  its size, composition, etc., and  the acceleration of 

gravity. 

Because  they  are  subjective,  models  of  the  physical 

world  will differ among individuals. As it was  wlth  revision 

and  selection  rules, we again find it expedient to propose a 

unique characterization. As part of this  characterization, 

we  now  derive  an  expression  for  the  conditional probability, 

p(E /H ) m  When  this is done,  the  evidence we assume the 
Jk i 

human  operator  uses in the  other  cases  is identified  and ex- 

pressions  for  the  conditionals  in  each  of  these  situations 

are derived. This  will  then  complete our  characterization 

of  the  human operator's subjective  model of the  physical 

world . 
The Conditionals, p(EJk/Hi) - Assume f o r  the  moment  that the 

dynamic  process is defined by the differential  equation, 
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.. 
x = u  2.0 

If t h e  hypothesis, Hi(xm), that the switch cu rve   pas ses   t h ru  

t h e  mesh, (%,vi), is t r u e  and 1 4 i < n ( re fer  t o   f i g u r e  2 , l )  , 
then the output  of the c o n t r o l l e r ,  u, must have a value some- 

where in t he  range, 

where t h e   p l u s  and  minus  s igns  respect ively  denote  the l a r g e s t  

and smal les t   abso lu te   va lue  of the supe r sc r ip t ed  state vari- 

able i n  the (%,vi) mesh. I n  a case one s i t u a t i o n   ( f i g u r e s  

2,2 and 2.3). i f  t h e  c o n t r o l   p o l a r i t y  is switched when i n  mesh 

(x,,vj)  and  the  above  hypothesis is t r u e ,  i t  is  p o s s i b l e   f o r  

t he   phase   t r a j ec to ry   t o   c ros s  the  x-axis a t  a po in t ,  X k ,  

somewhere i n   t h e   i n t e r v a l  bounded by 

and 

2.10 

See  f igure 2.4, top  sketch,   Equat ions 2.9 and 2.10 a r e  ob- 

ta ined  from the first two in tegra ls   o f   equa t ion  2,8 and the 
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WEIGHTING OF CASE ONE EVIDENCE 

m- th 
column 

j-th row Switching somewhere in this region, 
given thot  the  switch curve of o 
double. integrol  plant  plant posses 

i-th row #< somewhere thru this  region, results 
in on  overshoot somewhere in this 
interval. 

f, (x  
K 

< x K - x  < 

FIGURE 2.4 
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appropriate  boundary  conditions,  

Say now t h a t  the  dynamics  of   the .process   are   not   given 

by equat ion 2,8, b u t  by some o t h e r  different ia l  equat ion of 

the  second  order, first degree  type we are   cons ider ing .  If 

the hypothesls ,  Hi(%), I s  t r u e  and If in a case one situation 

t h e   c o n t r o l   p o l a r i t y  is again  .switched in the  mesh (5.~3). 
what va lues  are p o s s i b l e   f o r  xk? For some dynamic processes ,  

call  them ltE+tl systems, the phase t r a j e c t o r y  w i l l  c r o s s  t h e  

x-axis somewhere  between x=O and d whereas f o r  o thers ,  

cal l  them "E - systems, the crossover  w i l l  occur  between dmin 

and plus i n f i n i t y o  These  ranges apply t o   t h e  example i l l u s t r a t -  

max ' 

ed I n  f i g u r e  2.4. I n   t a b l e  2.!3, we l i s t  t h e  possible   -crossover  

ranges   for   the   o ther   combina t ions  of the   ind ices ,  i and j ,  

wh1ch must be treated.  Note t h a t  i n  most   cases   the   ranges   for  

E+ and E- systems  overlap  in   the  interval ,  (dminr dmax), Be- 

cause of t h i s  overlap and on t h e  premise t h a t  a given dynamic 

process  i s  e q u a l l y   l i k e l y   t o  be a E+ o r  E- system, we be l ieve  

it more l i k e l y   f o r  a crossover   to   occur  within (dmin, dmx) 

than   for  it to   occu r   ou t s ide  t h i s  i n t e rva l .  We express   our  

preference by assuming a normal   d i s t r lbu t lon ,  fxk, for t he  pro- 

b a b i l i t y  t h a t  xk occurs between x and x+dx given  Hi(xm),  and 

taking 

2.11 
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TABLE 2.1 

1, j 

such  that 

POSSIBLE RANGES FOR xk 

1 4  i , j  < n 
x, < 0 

ME 11 + 
systems 

11E 11 
0 

systems 
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f o r  t h e  mean of t h e  d i s t r i b u t i o n  and 

20 12 

f o r  t h e  s tandard  devlat ion.   See t h e  bottom  sketch  of f ig -  

u r e  2.4. By d e f i n i t i o n  of a switch curve,  an  undershoot, 

xk<O,  is n o t   p o s s i b l e   f o r   t h e  example  portrayed  in t h i s  

f igure.   Therefore ,  R t runca ted   d i s t r ibu t ion ,   de f ined  on 

(0,Oo) f o r  t h i s  example i s  actual ly   required.   Truncat ing 

t h e  d i s t r i b u t i o n  i s  necessary,  in gene ra l ,  as can  be  seen 

from t h e  ranges I n  table 2.1, However, s ince  the  welght lng 

of the p r l o r s  i s  n o t  s e r i o u s l y   a f f e c t e d  by ignoring t h i s  de- 

t a i l ,  t he   t runca t ion  i s  not  performed  and t h e  d i s t r l b u t i o n ,  

t he re fo re ,  i s  a lways  def ined on (ow, -). The condi t ion-  

a l  p r o b a b i l i t y ,  p ( E  /H ) ,  i s  obtained by i n t e g r a t i n g  f 

between  the  appropriate limits. Whenever t h i s  i n t e g r a t i o n  

is performed by our model,  the  approximation, 

Jk i Xk 

xk+ A x 
f f ( X ) d X  f ( X , ) A X  = p (E /H ) 
*k 

Xk Xk 3k i 

is  used. 

I t  h a s  been  assumed, so far, t h a t  1 4 i < n  . When i = 
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n, vi is zero  and  equation 2.9 is'no longer valid. In this 

limiting  case, p(E /H ) approaches zero, because  the  magni- 

tude of d approaches infinity. What  this means is simply 

that we are  allowing for the  possibility,  however  unlikely, 

of a switch  curve  coincident  with  the x-axis. When n <i 4 N, 

the  hypothesis, Hi(%), allows for the  possibility  that  the 

switch  curve lies  in the  first or third quadrants  of  phase 

space, i,e., where x and v have  the  same sign. For the  phase 

space we have  defined (v = %), the  switch  curve can not lie 

in these  quadrants,  since this would  imply v+g .  It is hard 

to imagine  what  physical  reasoning,  if  any,  would  lead a 

human  operator  to  make  such a hypothesis. But whatever  their 

111 

3k n 

=X 

rationale,  some  of  them  behave (i.e., they  switch  in  these 

quadrants) as though  they  temporarily  held  this  belief. Since, 

by equation 2.6, we must sum over all hypotheses, we are  com- 

pelled  to assign  values  to  the  conditionals, p(E /H ) ,  i = 

n+l,...,N, even  though  there is no physical  basis for such 
Jk 

an assignment. Our judgement  of how to  mEike this  assignment 

i n  some  logically  consistent  manner is to let 

2.14 

At this  juncture,  we  should  point  out  that, as part of . 

man's subjective  model  of  the  physical  world,  the  conditional 
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probabilities Just introduced  represent a conceptualization 

of momentumo In other words, when  these  conditionals  are 

used  to  revise  the  prior  probabilities In a case  one  situ- 

ation,  the  posterior  probabilities will reflect  the  belief 

that  if an object  moving  with  speed,  IvJ 1 ,  stops in a dist- 

ance IXk - % I  after  switching  control  polarity,  it can be 

made  to  stop in a shorter  (longer)  distance  by  switching  po- 

larity  when  the  speed is less (more)  than Ivj l e  We are  assum- 

ing,  therefore,  that  the  human  operator  comes  to  the  task  with 

this  belief  and  that  the  distributions  of  the  probabilities, 

p(E /H ) ,  which  we  have  just  derived  are a suitable  character- 

ization of how  this  belief is conceptualized in the decision 

center of  the  human  mind. In passing,  we  note  that  if  the 

human  operator  comes  to  the  task  with  the  prior  probabilities 

set  to zero in the  first  and  third  quadrants, i.e., he does 

not think  it  probable  that  the  switch  curve lies in these 

regions,  he can learn  how  to  Fontrol  any  dynamic  process of 

the  class  considered  simply on the  evidence of where  the  phase 

trajectory  crosses  the  x-axis  after  the  control  polarity is 

switched  in a case  one  situation,  provided  the  evidence is 

used as we have  indicated. Even  when  the  priors  are  not  zero 

i n  these  quadrants, It is still  true  that  the  conditionals, 

p(E /H ) ,  will  enable a subject  to  resolve  his  uncertainty 

as to  the  location  of  the  switch  curve,  However,  situations 

jk i 

jk i 
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l i k e  case two and three do  provide some add i t iona l   i n fo r -  

mation which the human opera tor   can   use   to   expedi te  t h i s  

r e s o l u t i o n  and which we  now discuss .  

Cases Two and Three - I n  a s i t u a t i o n  similar t o  t he  

one i l l u s t r a t e d  by case two I n   f i g u r e s  2.2 and 2.3, revers-  

ing the p o l a r i t y  of t h e   c o n t r o l  w i l l ,  i n   gene ra l ,   c ause  t h e  

phase t r a j e c t o r y   t o  ttopen-up". I t  i s  assumed t h a t  t h e  sen- 

sor  can  perceive  such a p a t t e r n   I n  the  state h i s to ry   o f  t h e  

dynamic process  and t h a t  t h e   d e c i s i o n   c e n t e r   c a n   c o r r e l a t e  

t h i s  change i n  path w i t h  t he  a t t endan t   i nc rease   i n   t he   i n -  

tegrated  absolute   output   of   the   process  ( l e e . ,  i n  the  meas= 

ure  used  for  scoring  performance) i t  produces.   In  other 

words, t he  human operator   recognizes   an  Improper   control  

ac t ion .  If t h i s  i s  t r u e ,  i t  i s  reasonable   to   expect  t h a t  

he can  a lso  conclude t h a t  i f  t h e  speed,  Ivj 1 ,  a t  the  time 

of  switching had been grea te r ,  t h e   t r a j e c t o r y  would have 

opened  even more than i t  d i d  and the re fo re ,  t h e  hypotheses, 

HI(xm), f o r  j 4 i - < N are Incor rec t  and  should be r e j ec t ed ,  

If t h i s  evidence i s  called E j ,  i t  can  be weighted by re -  

v i s i n g   t h e   p r i o r s  w i t h  the  c o n d i t i o n a l   p r o b a b i l i t i e s ,  

p ( E j / H i )  = 0 ,  i = j + l , . . . , N ;  j > n  

As f o r  t h e  remaining  hypotheses, we assume t h a t  t he  human 
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operator  does  not  change  their  relative  ranking  on  the 

basis  of  this  evidence, i.e., 

A control  systems  engineer  may  not  find  these  conditionals 

to be the  most  appealing  physical  interpretation  of  the a- 

bove evidence. However, it must be remembered  that  we  are 

dealing  with  subjective  probabilities,  and the human oper- 

ator,  whose  behavior we are  explaining,  is  not  likely  to 

be  making  a  sophisticated  engineering  analysis of his task. 

What  we  are  trying to do, when  proposing a set  of  condition- 

al probabilities,  is  proyide a plausible  description  of an 

unobservable  mental  process by inference  from  the  outward 

behavior'  of humans. 

Case  three  is  similar  to  case  two  except that  the  oper- 

ator  now  recognizes  he had been  using  the wrong control po- 

larity,  because  when  he  switches,  the  phase  trajectory 

gfcloses-up". For weighting  the  evidence,  we  propose  the 

same  conditional  probabilities as are  given by equations 

2.15 and 2.16. In our investigations of  the  effects of alter- 

ing the  weighting of the  available  evidence, we have found 

that  cases  two and three play  only a minor  role in  the  reso- 

lution  of  the  human operator's uncertainty. Case  one evid- 
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ence  dominates the learning  behavior   of  the  s u b j e c t ,  and f o r  

t h i s  reason, w e  w i l l  no t   pu r sue   any   fu r the r   j u s t i f i ca t ion  

fo r  the cond i t iona l  probabili t ies j u s t  postulated.  

The F ina l  Case - Switching i n  the f o u r t h  case does   no t  

provide the s u b j e c t  w i t h  ev idence   to   use   in  revising the 

priors,   p(HI(xm)).   In  such a s i t u a t i o n  the subject   should 

have waited u n t i l  the crossover   occurs  so t h a t  he could  have 

appraised h i s  last switching  decision  (1.e..  case  one). Sub- 

jects who have  not  behaved t h i s  way lo se   an   oppor tun i ty   t o  

r e so lve  some o f   t he i r   unce r t a in ty ,  and  they  must  eventually 

recognize t h i s  fact ,  i f  they are go ing   t o   i den t i fy   t he   co r r -  

ec t  con t ro l   po l i cy .   Fa i lu re   t o  w a i t  long  enough to   perce ive  

the  consequences  of a s p e c i f i c   c o n t r o l   a c t i o n  is a common 

mistake among beginners .   S tudent   p i lo t s ,   fo r   example ,  when 

per forming   cer ta in   ins t rument   manuevers   ear ly   in   the i r   t ra in-  

ing, must o f t e n  be reminded t o  wait and  see what happens a f t e r  

making a t t i t u d e  or power cor rec t ions .  IIChasing the  needles",  

as it is called,  is the usua l   resu l t   o f   no t   heeding   the   re -  

minders. Case f o u r  w i l l  be t r e a t e d  as though i t  served  to  

remind t h e   s u b j e c t   t o  wait. Reinforcement  of t h i s  kind has  

been  modelled by t h e  mathematical psychologists, see Luce, 

Bush and  Galanter (64) ,  i n  some simple ways. One of  the i r  ap- 

proaches is adopted  here by In t roducing   the   p robabi l i ty ,  pn, 
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that  after n reinforcements  (case  four  occurs n times)  the 

subject  will  wait  for a crossover  after  switching in case one. 

The  effect  of  the n-th reinforcement  will  be  described  In  this 

where 0: is  a  parameter  determining  the  strength of each  rein- 

forcement. To finish  the  description a and po must  be speci- 

fied. Like  the  priors,  these  parameters  characterize  the 

subject's past  and can only be  inferred  from  his  behavior 

in the task. 

This  completes  our  discussion of the  evidence  which is 

available to the  human  operator  manually  controlling a dynam- 

ic process. We have postulated how  the  human  operator  weights 

this  evidence in resolving  his  uncertainty as to  the  location 

of the  switch  curve in phase space. After the decision  center 

chooses  a  response  alternative, it transmits  response  execut- 

ion  commands to the effector. Before  explaining  the  operation 

of this next  component in our  information  processing system, 

we  pause to briefly  review  the  ideas  presented in describing 

the decision center. 

Review of Concepts - In characterizing  the  decision 
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making process  of a human operator   engaged  in  a manual  con- 

t r o l  task w e  have   In t roduced   probabi l i t i es   for   the   o rder ly  

expression  of h i s  p re fe rences   fo r   r e sponse   a l t e rna t ives .  

Decisions  to  respond, we have said, are based  on  these  proba- 

b i l i t i e s ,  and l ea rn ing  has been  Interpreted as a r e v i s i o n  

m a k i n g  process  which changes them. And f i n a l l y ,  w e  have 

pos tu la ted  what evidence i s  needed t o  make these rev is ions .  

T h i s  approach  represents a subt le   appl icat ion  of   Bayesian 

statistics f o r  the d e s c r i p t i o n  of human information  process- 

ing. 

2.6 The E f f e c t o r  

RT: Response Time - Executing a response ,   in   the  man- 

ual   control   problem we are consider ing,  i s  a simple task f o r  

t he  human operator's  motor  system. A l l  t h a t  t h e   e f f e c t o r  

( a  finger i n  t h i s  ca se )  must do i s  depress  o r  r e l e a s e  a key 

which a c t u a t e s  the  r e l a y   c o n t r o l l e r .  T h i s  is a bas i c  limb 

movement i n  which  most a d u l t  humans a r e  wel l  pract iced.  

Therefore,  we need  not  worry  about  the human operator  having 

t o   l e a r n  a s k i l l e d  limb movement as p a r t  of h i s  c o n t r o l  task, 

and  consequently  no  allowance  need  be made f o r   a d a p t i o n   i n  

t h e  response mechanism. 

I n  simple stimulus-response  experiments,  wherein  the 
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subject  generally  actuates some type  of  switch as quickly 

as possible  after  the  onset  of a signal,  the  time  between 

stimulus and  response,  the  reaction time, is.measured,  There 

have  been  attempts  to  account  for  the  nonnormal  distribution 

of the  reaction  time by treating  the  time as a sum of a fix- 

ed number of  independent  random  variables,  Each  component 

of the sum is associated  with  the  time  taken  up by some  under- 

lying process in  the  chain  between  stimulus  and response, 

Hohle (49), in particular,  obtained  very  satisfactory  results 

by summing a normally  distributed  component  with  an exponent- 

ially distributed  oneo  His  conclusion  was  that  the  former 

component  represented 'I the  time  required for organization 

and execution of the  motor  response" and the  latter  represent- 

ed a Itdecision or  perception" time, In  the  present  work, it 

is  not  essential  to  provide a description  of  the time  history 

of  the  limb  movement,  since it is only  the time the  switch 

actually  occurs  which  matters in our  explanation of human 

learning behavior, For  this  purpose  the  stochastic  descript- 

ion of the  response  (motor) time, which we will  call RT, offer- 

ed by Hohle is satisfactory. 

DT: Decision  Time = Preceding  this  section  on the 

effector, we explained  the  operation of man's decision center, 

In the  center,  there  takes  place a selection  process and a 
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revision process. On the  basis of the experimental  evi- 

dence provided by Hohle, Chocelle  (see  Hohle), Deupree  and 

Simon ( 2 6 ) ,  Restle ( 9 3 ) .  Teichner (lo2) and  others, we have 

inferred  that  the  times for revision  and  selection are also 

random  variables  statistically  independent of each  other 

and of the  response time. We  call  the  sum  of  the  selection 

time  and  the  revision  time,  the  decision  time, DT. If no 

revisions are made  during a decision  cycle, DT is determined 

by  the  selection  time  only. In order to  avoid  problems as= 

sociated  with  programming a subroutine  for  generating ran- 

dom numbers of an arbitrary  distribution,  the  probability 

density, f o r  each  component  time  of DT, is  assumed  uniform. 

For the  same reason, we will, in our model,  approximate  the 

exponential  distribution of the  response  time, RT, with a 

uniform  distribution alsoo In  making  this  approximation, 

the  first  and  second  moments  of  the  uniform  distribution  are 

equated  to  the  inferred  m0ment.s of the  actual  distribution. 

This concludes the discussion of the efector  and  com- 

pletes  the  presentation of our theory for the  explanation of 

human  learning  behavior in a manual  control t.ask. The next 

section  presents a description of the model  derived from this 

theory. 
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2.7 The Model 

Our model of human learn ing   behavior  i n  a manual c o n t r o l  

task is  a d i g i t a l  computer program (source program) which pro- 

duces a machine  language  translation  of t h e  theory  presented. 

As vewell ,  Shaw and Simon (78) have so apt ly   expressed  it ,  "an 

e.xplanation of an  observed  behavlor of t h e  organism is provided 

by  a program of pr imi t ive   in format ion   processes   tha t   genera tes  

t h i s  behavioro"  Herein,   these  pr imit ive  information  processes  

a r e  the se l ec t ion   p rocess ,   t he   r ev i s ion   p rocess ,   e t c . ,  which 

have been set  f o r t h  by the theory as elements  of  man's  technique 

f o r  t h e  i d e n t i f i c a t i o n   o f  an unknown cont ro l   po l icy .   S ince   the  

theory has also pos tu la ted  t h e  r u l e s  for combining  these  process- 

e s ,  t h e  computer  program  can be wr i t ten   once  some f i n a l  de ta i l s  

have  been  considered. 

F o r  one  thing, we have   no t   ye t   ind ica ted   In  what order   re-  

v i s i o n s  and se l ec t ions   t ake   p l ace .  How the  human ope ra to r  es- 

t a b l i s h e s   p r i o r i t i e s  In a t t e n d i n g   t o   s e v e r a l   m a t t e r s   r e q u i r i n g  

h i s  immediate   a t tent ion is a d i f f i c u l t   q u e s t i o n .  The o r d e r  may 

n o t  be  f ixed,  and it is  q u i t e   p o s s i b l e  t h a t  t h e   d e c i s i o n   c e n t e r  

can   i n t e r rup t ,  s ay ,  t he   r ev i s ion   p rocess ,   s to re  t h e  unfinished 

cornputattons  and  attend  to a response.  Other  combinations  can 

also  be  conjectured.  In  the  model,  we assume t h a t  r e v i s i o n s  

come first, select ions  second and  no i n t e r r u p t i o n s  of e i t h e r   a r e  

permitted,  
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For another ,  we have not   spec i f ied  how many dec i s ion  

c y c l e s  are r equ i r ed   fo r   t he  human ope ra to r   t o   i den t i fy  t h e  

pa t t e rn   In   t he  phase t ra jectory  used  for   evl .dence In cases  

two and three. Pat tern.   recogni t ion  capabi l i t ies   vary  f rom 

one Indiv idua l  t o  another ,  and so t he  number of c y c l e s  is 

not  f ixed.  In  the  model,  w e  assume t h a t  t h e  human opera tor  

I s  capable of de t ec t ing   t he   pa t t e rn   w i th in  one dec i s ion  

c y c l e   a f t e r  t h e  swi tch  occurs. 

F ina l ly ,  w e  must provide some I1numbersg1 f o r   t h e  para- 

meters which  have  been l e f t   f r e e   i n   t h e   t h e o r e t i c a l   d e v e l o p -  

ment. A s p e c i f i c a t i o n  of  these  parameters  corresponds  to a 

s p e c i f i c a t i o n  of t h e  psycho-physiological   character is t ics   of  

some  human operator.  As the   behavior  of t he  model is govern- 

ed by t h e   s e t  of numbers choses,  i t  is  p o s s i b l e   t o   t e s t   t h e  

theory by  a t tempt ing   to  match individual  programs w i t h  indi-  

vidual  human operators .  What we mean by  "mat.ching" and how 

t h i s  h a s  been  accomplished i s  now discussed. 

We have  conducted a parametric s t u d y  of the  model on a 

d i g i t a l  computer. From t h e s e   r e s u l t s  we first found ou t  how 

these  parameters  influence  the  behavior of the  model. Then 

we in fer red  sets of parameters  to  provide what w e  be l i eve  t o  

be a r ep resen ta t ive  sample  of human operator   behavioral  

simulations.  The procedure  for  inferring  program  parameters 
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basically involved  using available experimental  data f o r  t he  

response  t ime, RT, and f i x i n g  t h e  s e l e c t i o n  and r e v i s i o n  times 

so t h a t  t h e  length  of  a dec i s ion   cyc le  i s  on the   o rder   o f   the  

psychological   refractory  per iod  (approximately 230 msec). 

Mesh dimensions,   pr iors ,  etc. were  educated  guesees based on 

t h e   r e s u l t s  of t h e  parametric study.  Next we performed a motor 

s k i l l  experiment and made measurements on t h e  response  behavior 

of human opera tors .  The two samples  were  then  compared statist- 

i ca l ly  to   determine  whether  or not   they  came from the  same pa ren t  

population,  j .e. ,   whether  or n o t  they  matched.  In  chapter  three 

t h e  motor s k i l l  experiment we performed is descr ibed.  and i n  

chapter four we d i s c u s s  the  r e s u l t s  of the  parametr ic   s tudy,   the  

experiment and the  statlst lcal  comparison.  In  table 2.2 we de- 

f i n e  t h e  symbols  used i n  t h e  source  program,  figure 2.5 is a flow 

diagram of  the  source  program and thereaf te r   fo l lows   the   source  

program it  s e l f .  
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SYMBOL 

ALPHA 

DELTAX 

DLXDOT 

DT1 & DT2 

DT3 & DT4 

EM 

I 

IMAX 

K 

KTOP 

M 

" A X  

N 

NMAX 

TABLE 2.2 

SYMBOLS USED I N  SOURCE PROCRAM 

D E F I N I T I O N  

Parameter  in  equation 

x-dimension  of mesh 

v-dimension  of mesh 

Define  range  of  uniform  distribution 
f o r   s e l e c t i o n  time 

Define  range of   uniform  dis t r ibut ion 
f o r   r e v i s i o n  time 

In tegra ted   squared   e r ror   for  i - t h  
t lsubject l l  on 30th trial 

Output   o f   cont ro l le r   ( l lu tq   in   t ex t )  

"Sub jec  ttl  index 

Maximurn number of "subjects"  pro- 
cessed 

k-th  inter-response time ( i e e e ,  time 
between  consecutive responses) 

Response  index 

Maximum number of responses 

Column index 

Maximum number of meshes i n  x-di- 
r e c   t l o n  

Row Index 

Maximum number of meshes i n  v-dl- 
r e c  t ion 
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SYMBOL 

NSUB(I) 

POW 

RANNOF(Y) 

RT 1 

TABLE 2.2 cont. 

SYMBOLS USED IN SOURCE PROGRAM 

TIME 

T IMEX 

W ( N )  

X(K) 

XDOT(K) 

XCROSS 

x1 

XDOT 

XLIM 

XDO TLM 

XLEFT(M) & XRICHT(M) 

XDOTHI  (N ) & XDOTLO (N ) 

DEFINITION 

%ubjec t "   des igna to r  

P r o b a b i l i t y  t h a t  'Isubject" waits 
fo r   c ros sove r   i n   ca se   one  

P r o b a b i l i t y  that  switch curve pass- 
es  t h r u  (M,N) mesh 

A random variable   uniformly d is -  
t r i b u t e d   o v e r  (0.1) 

Define  range o f  un i fo rm  d i s t r ibu t ion  
fo r   r e sponse  time 

Elapsed  time  from start of trial 

Elapsed time  from las t  switching 

Probabi l i ty   (evldence/hypothesls)  

Pos i t ion   on  k- th  response 

Veloci ty  on k- th  response 

P o s i t i o n  a t  crossover  

Curren t   pos i t ion  

Cur ren t   ve loc i ty  

x-boundary  of g r i d  

v-boundary  of g r id  

x-values  of l e f t  and r i g h t  bounda- 
ries of m-th mesh, a l l  N 
v-values  of  top  and  bottom bounda- 
ries of n-th mesh, a l l  M 
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DECISION CYCLE 
START OF 

F M N  61 

1 

COMPUTE 
MESH 

COORDINATES 
ASSESS LAST SWITCH DECISION 

NO EVIDENCE 
GO  TO 62  
SELECTION 
PROCESS  EVIDENCE 

54 ,541 ,542 ,543  

WEIGHT CASE 
TWO OR THREE 

TEST FOR X-AXIS CROSSING 

CROSSOVER 

WEIGHT 
CASE ONE 
EVIDENCE 

4 DO NOT WAIT FOR CROSSOVER 

55 
GO  TO 6 2  SELECTION PROCESS 

551,552 
BAYES' 

THEOREM 

DECISION  TIME 
COMPUTE 

REVISION 

GO TO sa 
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FROM 
57-REVISION PROCESS 
73-SELECTION PROCESS L TEST FOR END  OF 5 SECOND TRIAL 

END OF TRIAL 
G O 1 0  90 

PRINT OUTPUT, ETC. 
TERMINATE  TRIAL, 

4 59CALLSUBROUTlNE CLOCK 
INCREMENT  TIME 

A N 0  STATE OF 

NO SWITCH DECISION 
TO EXECUTE 

GO TO SO ON %OPE W S C O P E  

START NEW OEClSlON 
CYCLE 

A 5  
U AND X  HAVE 
OPPOSITE SIGN 
GO TO 7 3  

COMPUTE 
RESPONSE 

SWITCH DECISION 

1 
TEST FOR END OF 5 SECOND TRIAL 

I 
* ENDOF  TRIAL 

GO TO 90 

PRINT OUTPUT, ETC 
TERMINATE  TRIAL, 

T 

AND STATE OF 
INCREMENT 

DYNAMIC PROCESS 

78w CALL  SUBROUTINE CLOCK 
AND  SUBROUTINE SWITCH 

I 
I S W r O  

1 
GO  TO 61 

FIGURE 2.5 Flow Diagram of Source Program 
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SOURCE PROGRAM 

P R E Y S S '   S T O C H A S T I C   L E A R N I N G   M O D E L  
S U B R O U T I N E S   C L O C K   A N D   S W I T C H   A R E   R E Q U I R E D  
D I M E N S I O N  T ~ 5 ~ ~ 5 0 ~ ~ I T ~ 5 0 ~ ~ X ~ 5 0 ~ ~ X D O T ( 5 O ~ ~ E ~ , ~ O ~ 5 ~ ~ ~ N S U ~ ~ 5 O ~ ~  

1 ~ ~ 2 ~ ~ 4 ~ ~ ~ ~ ~ ~ ~ 0 ~ 4 0 ~ ~ W ~ 4 O ~ ~ K A Y ~ 5 0 ) , X L ~ F T ~ 2 O ~ ~ X R ~ ~ H T ~ 2 O ~ ~ X ~ ~ T H l ~ 4 O ~  
2 X D O T L O ( 4 0 )  

COMMON E M ~ X 1 , X D O T l ~ T I M E ~ T I M F X ~ T ~ X , X D ~ T ~ ~  
R E A D   l , I M A X , N S U S l  
P R O C F S S   E A C H   ' S U B J F C T ,  
DO 100 I = 1 , I M A X  
N S U S ( 1 )   N S U B l  - 1 + T 
R E A D   N U M E R I C A L   V A L U E S  OF P S Y C H O L O C I C A L   A N D   P H Y S I O L O G I C A L  
P A R A M E T E R S   O F   M O D E L  
R E A D  ~ , I D , M M A X , N M A X I M O D F I ~ ~ L T A X , ~ L X D ~ T , ~ T ~ , ~ T ~ , ~ T ~ , ~ T ~ ~ Q T ~ , R T ~ , .  

P R I N T  3 , N S U B ( I ) , I D , M M A X , N M A X t D E L T A X , D L X D O T I D T 1 , ~ T 2 , D T 3 , D T 4 , R T l ,  
1 P O W # A L P H A  

1 R T 2 , P O W s A L P H A  
S E T  UP G R I D  I N  S T A T E   S P A C E  OF D Y N A M I C  PROCESS 
COMPUTE  BOUNDARY  VALUE-S  OF X A N D   X D O T  FOR E A C H   M F S H  
FMYAX = MMAX 
F N Y A X  = NMAX 

NPP - ( M M A X + 9 )  / 10  
X L I M  = D E L T A X  * FMMAX 
X D O T L M  = D L X D O T  * F N M A X 2  
X L E F T ( 1 )   - X L I M  
X R I G H T ( 1 )   - X L I M  + D E L T A X  
DO 22  M 2,MMAX 
X L E F T ( M )  = X R I G H T ( M - 1 )  
X R f G H T ( M )  - X L E F T ( M 1  + D E L T A X  

X D O T H I ( l 1  - X D O T L M  

F N M A X 2  = a 5  * F N M A X  

2 2  C O N T I N U E  

X D O T H T ( N M 4 X )   - X D D T H I ( 1 )  
X D O T L O ( 1 )  = X D O T L M  - D L X D O T  
X D O T L O ( N M A X 1  = - X D O T L O ( l )  
NMAXOZ = N M A X I Z  
DO 23 N 2 p N M A X 0 2  
NN 0 NMAX - N + 1 
X D O T H I ( N 1  * X D O T L O ( N - 1 )  
X D O T H I ( N N 1  = - X D O T H I ( N )  
X D O T L O ( N )   X D O T H I ( N )  - D L X D O T  
X D O T L O ( N N 1  = - X D O T L O ( N )  

SFf RANDOM  NUYRFR  GFNFRATIh lC .  S U R R O U T T N F  

00 2 4  N 2 9 1 0  
RAN = R A N N O F ( Y )  

J1 = 1 
S E T   A N D   S T O R E   I N I T I A L   V A L U F S   O F  P ( Y t N )  
MODE = 1 F O R   E Q U A L   I N I T I A L  3ROBABILITIES I N   A L L   Q U A D R A N T S  

23 C O N T I   N U F  

9 = ~ F T V F (  rn) 

2 4  CONT I N U E  
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SOURCE PROGRAM cont. 

C 
C 
C 
C 

2 5  

2 5  1 

2 5 2  

26 

7 6  I 

7 7  

? A  

2 8 1  
30 

C 

3 5  

C 
C 

45  

MODE - 2 FOR EQUAL I N I T I A L   P R O B A B I L I T I E S   I N  QUADR,ANTS 2 AND 4 9  

MODE = 3 FOR P R O S A B I L I T I E S  READ I N  
MODE = 4 FOR P R O B A B I L I T I E S   P R E V I O U S L Y  READ I N  
GO TO (25,26r27,2E),MODE 
P 1  f l.O/FNMAX 
N? - NMAX 

nO 2 5 2  M = l r M M A X  
P ( M 9 N )  = P 1  
P P ( Y # N )  = P 1  
CONTI  NU€ 
GO TO 70 

N2 = NMAX / 2 
N 2 P l  - N 2  + 1 
DO 2 6 1  N N2PlpNMAX 
PO 2 6 1  M = 1 r M M A X  

ZERO P R O B A B I L I T I E S   I N   Q U A D R I N T S  1 AND 3 

no 252  N = I ~ N P  

P 1  = l.O/FNMAXZ 

P ( M 9 N )  = 0.0 
P P ( M 9 N )  = 0.0 
COYT I NUF 
GO TO 2 5 1  
R F b n  ~ ~ ( ( P P ( M , N ) , N = ~ I N M A X ) , M ~ ~ ~ " A X )  
N2 - NMAX 
n0 PSl N = 1,NMAX 
DO 2 8 1  M = 1 r M M A X  
P ( M r N )   P P ( M 9 N )  
CONTINUE 
DO 9 3  J = J l r 5 1  
P R I N T  CURRENT  VALUES OF P ( Y 9 N )  
DO 3 5  NP = 19NPP 
J M 1  - J - 1 
M l  = 1O+NP - 9 
PRTNT 6 t J M l r ( M * M = M 1 9 M 2 )  
O R I N 1  7 
no '35 N = t v N 2  
PRTNT B r N , ( P ( M r N ) * M = M l , M Z )  
CONT I NUE 
I F  ( J - 5 0 )  4 5 9 4 5 9 9 3  
START  OF T R I A L  
SET I N I T I A L   C O N D I T I O N S  FOR FACH T R I A L  
EM = 7 e C  
19 = 0 
ISW = 0 
1Wf i fT  = 0 
K = l  

~2 - XMINOF(~O+NP#MMAX)  

K T ~ P  t n 
T I M F  = 0.0 
TIMEX = 0.0 
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SOURCE PROGRAM conto 

C 
C 

, C  
50 

5 0 1  

C 

C 

C 

5 0  2 

5 1  

5 2  
5 2 1  

c 
c 
C 

5 3  

5 3 1  

5 3 2  

C 
C 

5 4  

5 4  1 

5 4 7  

5 4 3  
5 5  

X ( 1 )  * -5 .0  
X D O T ( 1 )  = 0 0 0  
GO TO 73 
ON SCOPE 
COMPUTE G R I D   P O S I T I O N  
IF ( A B S F ( X D O T 1 ) - X D O T L M I   5 0 1 9 5 0 2 9 5 0 2  
ON G R I D  
I G R I D  = 1 
MDFL = A B S F ( X l ) / D F L T P X  . 
MM * M V A X  - MDEL 
NDFL = - ( X l / A B S F ( X l ) ) * X D O T l / n L X D O t  
N(U NMAX/2 - NDFL 
GO TO 5 1  
OFF  GRID 
I G R I O  = 0 
ASSESS  LAST  SWITCH  DFCTSION 
IF (16 -1 )  6 2 9 5 2 9 5 4  
TEST FOR A X I S  CROSSING 
TF ( X D O T l * X D O T ( K ) )   5 3 9 5 2 1 9 5 2 1  
I F  ( I W A T T )  62962973 
REVISF  FSTIMATFS OF P ( M 9 N )  
R--I)NF 
WEIGHTING OF CASE ONE FVTDFNCE 
XCROSS .I X ( K ) - ( X D O T ( K ) * * 7 ) / ( 2 . O + F M )  
XCROSS p -XCROSS*FY/ABSF(FM) 
NTH = L4MAX/2 - 1 
PO 5 3 1  N 19NTH 
DMTN X R I C H T ( M l ) * ( l ~ O - ( X D O T L O ( N ~ ~ / X ~ O T H ~ ( N ) ) * * ~ )  - DELTAX 
DMAX * X L E F T ( M 1 ) * ~ 1 o O - ( X D O T H I ( N l ~ / X D O T L O ( N ~ ~ * * 2 ~  + DELTAX 
A V X  = (DMAX+DMIN)   1200  
S I G X  (DMAXnDMTN) /2r0  
XNORM = (XCROSS-AVX)/SIGX 

CONT I NUF 
NTH1 - NTH + 1 
DO 5 7 2  N N T H l r N M A X  
W ( Y )  = W(NTH) 
COYT I NUE 
GO TO 5 5  
B-TWO 
WEIGHTING OF CASE TWO  OR THREE EVIDENCE 
DO 541 N lrNl 
W f N I  = l e 0  

W ( W )  ~ X P F ( - ( X N O R M * * 2 ) / 2 . n ) / S I ~ X  

COYT I NUF 
N l D t  = N 1  + 1 
I F  ( N l P 1 - N M A X )   5 4 2 9 5 4 2 9 5 5  
DO 5 4 3  N = N l P l t N M A X  
W(N) = 0.0 
COYT I N'JE 
1B = 0 
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SOURCE PROGRAM cont. 

C 

5 5 1  

5 5 2  

5 7  
5 8  

C 

C 
5 9  
60  

6 1  
c 

c: 
C 

6 2  
6 2 1  

6 2 2  

6 2 3  
6 3  

C 
C 

6 4  
6 5  
6 6  

6 6  2 

67 

C 
6 8  

C 

7 1  
711  

7 1 2  

I W A I T  = o 
RAYFS THEOREM 
SUM = 0.0 
DO 5 5 1  N = 1,NMAX 
SUM = SUM + W ( N ) * P ( M l , N )  
COYTI  NUF 

P(P.41,” = P ( V l , h J ) * W ( M ) / S U ~  
CONTIN’JE 
D E c I S I O N   T I M E  FOR REVIS ING  FSTIMATES 
DT = D T l  + DTZ*RANNOF(Y) 
I F  ( T I M E + D f - 5 * 0 )   5 9 , 9 0 9 9 0  
INCREMENT T I M E  AND STATE O F  DYNAMIC DROCESS 
CALL CLOCK ( X ( K ) , X D O T ( K )   P D T )  
I F  ( I S W )   6 1 , 6 1 9 7 6  
CHFCK WHETHER ON SCOPE 
I F  ( A S S F ( X l ) - X L I M )   5 0 , 7 5 9 7 5  
D f r 1 r ) E  WHFTHFR OR NOT TO SWTTCH 
COYPUTE P R O B A B I L I T Y  OF SWITCH, Q 
I F  ( I G R T D )  621,621,622 
Q = ~ l ~ O ~ X D O T l + X 1 / A S S F ~ X 0 0 T 1 + X l ) ) l t r A  
GO TO 6 3  
Q = 0.0 
DO 6 2 3  N =: NN9NMAX 
Q = 0 + P(MM,N) 
CONTI NUF 
I F  ( E M + X l )   6 4 9 6 4 9 6 8  
M AND X HAVE  OPPOSITE  SIGN 
D E r I S I O N   R U L E  
TF (O-QANNOF(Y) )   73 ,65965  
I F  ( X l * X D O T l )  6 6 , 6 7 9 6 7  
TR = 1 
I F  (POW-RANNOF(Y) )   719662 ,662  
I W A I T  - 1 
GO TO 7 1  
19 * 2 
60 TO 7 1  
M AND X HAVE SAME S I G N  

DECISION  RULE 

553 N = 1,IVYAX 

Q = 1.0 - Q 

I F  (Q-RANNOF(Y) )  73,70970 

T R  = 0 
R!=TNFOC‘EMCNT MnnrL 
POW = ALPHA*(POW-l.O) + lmn 
GO TO 7 2  
I F  ( I G R I D )   7 1 1 , 7 1 1 t 7 1 2  
TB = 0 
GO TO 7 2  
M1 = MV 

T F  ( Y l * Y n n T I  7n7,67 ,67  
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SOURCE PROGFUM cont. 

7 2  

7.3 
C 

c 
7 5  
7 5  1 

76 
77 

7 8  

c 

c 

C 
90 

9 1  
9 2  

C 

93 
r 

C 

94 
9 5  
96 

C 

97 

971 
98 

99 

N 1  = NN 
1514 - 1 
D E r I S I O N   T I M E  FOR S E L E C T T O N   O F   C O N T R O L   P O L I C Y  
D T  = D T 3  + D T 4 + R A N N O F I Y )  
GO T O  5 8  
O F F   S C 9 P F  
I F  ( E M * X l )   7 3 9 7 5 1 9 7 5 1  
I B  = 0 
R E S P O N S E   T I M E  
R T  = R T l  + R T 2 * R A N N O F ( Y )  
I F  ( T I ' 4 F + R T - 5 . 0 )   7 8 9 9 0 9 9 0  
I N C R E M E N T   T I M E   A N D   S T A T E  O F  D Y N A M I C   P R O C E S S  
C A L L   C L O C K   f X ( K ) * X D O T ( K ) , R T )  
C A L L   S W I T C H ( I 9 J t K )  
1 5 w  = 0 
GO T O  6 1  
END OF T R I A L  
T I Y F  = 5 0 0  
C A L L   S W I T C H ( I * J * K )  
K A Y ( J )  = K 

K A Y ( J I  = K - 1 
K L A S T  - K A Y (  J) 
KTOP = X M A X O F ( K T O P ~ K L A S T )  
P R I N T   S T A T E   V E C T O R   V A L U E S   F O R   T R 1 A . L  J 

I F  ( T ( J , K ) - . O 0 0 5 )  91991992 

P R T N T  1 4 , N S U R ( f ) , J , ( X ( K i , X n ~ T ~ K ) , K ~ ~ , K L ~ ~ T )  
CONTTNUF 
OUTPUT COR S U B J F c T  
PUNCH 1 t N S U B (  1 )  ,KTOP 
DO 99 J * 1 9 5 0  
K L A S T  = K A Y (  J)  
DO 96 K = 1 9 K L A S T  
ROUND  TO 4 P L A C E S  

F I T  - I T ( K )  
I T f K )   2 0 0 0 e O + T ( J , K )  

IF ( 2 0 0 0 . 0 + T ( J 9 K ) - F I T - . 5 )  96,94t95 
TF ( I T f K ) / 2  - ( T T ( K ) + 1 ) / 2 )  9 5 9 9 6 9 9 6  
f T ' ( l 0  = I T ( K )  + 1 
CONT I NUF 
F I N D  NUMBER OF C O N T I N U A T I O N  C A R D S  
NC = XMINOF(KLAST/l4~(KLAST+l3)/14 - 1) 
IF ( N C )   9 8 , 9 8 9 9 7  
PUNCH l l t N S U B ( I ) t J ~ ( I T ( K ) ~ K = l ~ l 4 ) t N C  
I F  ( N C - 1 )   9 8 9 9 8 , 9 7 1  
PUNCH l l , N S U B ( I ) , J , ( I T ( K ) , K t 1 5 , 2 8 )  
K 1  = N C + 1 4  + 1 
PUNCH I l ~ N S U B ( I ) , J ~ ( ? T ( K ) ~ K = K 1 , K L A S T ~  
C O N T I N U E  
NPD = ( T M A X + 9 )  / 1 0  
COQ T I W'JF 
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SOURCE PROGRAM, oont. 

P R I N T   I N T E G R A T E D   S Q U A R E D   E R R O R S   F O R  ALL S U B J E C T S  
00 101 NP = l r N P P  
11 = l O * N P  - 9 
12 X M T N O F ( I O * N P , T M A X )  
P R T N T  19 
D R T N T  l f ~ ( N S U R ( f ) ~ T ~ f l t T 3 )  
P R T N T  1 5  
DO 101 J = 1 9 5 0  
P R T N T  16 rJ , (E (11J ) , I= I l , 12 )  

CALL E X I T  
1 F O R M A T ( 4 0 1 2 )  

3 F O R M A T ( 8 2 H l S U B J E C T  I D  M M A X   N M A X   n E L T A X   D L X D O T   D T l   D l 2  D l 3  

101 C O N T I N U E  

2 FORMAT ( 4 1 2 r l O F 4 . 2 )  

1 D T 4   R T 1   R T 2  POW A L P H A / ~ ( ~ X ~ I ~ ) ~ ~ X , I ~ , ~ X , I ~ ~ ~ ( ~ X , ~ F ~ O ~ ) , ~ X ,  
3 l F 4 0 2 ~ 6 ( 1 X ~ l F 4 0 3 ) ~ 7 X ~ l F 4 . ~ ~  

.h FORMAT (20F4.3 1 
6 F 0 9 Y A T ( l H 4 , 1 4 r 2 X , l H ~ ~ 5 X ~ 1 ~ ( 1 2 ~ 4 X ) )  
7 F O R M A T ( 9 X v l H N )  
8 F O R M A T ( 7 X , f 3 , 2 X ~ l O F 6 . 3 )  

11 F O R M A T ( 2 1 3 , 2 X , 1 4 1 5 r 1 2 )  
1 3  F O R M A T ~ 1 2 t E 1 4 ~ ~ r 4 ~ 2 X ( E 1 4 . 8 ) / ( 5 ~ 2 X I E 1 4 . 8 ~ ~ ~  
14 F O R M A T ( 2 1 3 ~ 2 X ~ 1 4 F 8 0 3 / ( 8 X ~ 1 4 ~ 8 m 3 ) ~  
1 5  F O R M A T ( l H - r 6 X , 5 H T R I A L )  
16  F O R M A T ( 5 X ~ I 5 ~ 3 X ~ l O F 6 o l )  
17 F O Q M A T ( ~ H O I ~ X I ~ H S U B J F C T , ~ X , ~ O ( ~ ? ~ ~ X ) )  
1 9  F O R M A T ( l H 1 , 2 7 X , 2 4 H I N T F G R A T F D  S Q U A R E D   E R R O R )  

FN r) 

S U R R O U T T N F   C L O C K   ( X t X D O T , T D I  
COMMON E M r X 1 , X D O T l r T I M E t T I M E X  
T I M E  = T I M E  + T D  
T I Y E X  - T I M E   O F   L A S T   S W I T C H  
T = T I M E  - T I M E X  
C O M P U T E  NEW X A N D  XDOT 
X 1  = X + X D O T * T  + .5*EM*T**2 
X D O T l  = XDOT + F M * T  
R E T U R N  
F N n  

SURROUTTNF: S W I T C H  ( I g J q K )  
I N C R E M E N T S   I N T E G R 4 T E D  SQUARFO ERROR 4ND S W I T C H E S   C O N T R O L   P O L A R I T Y  
D I M F N S I O N  T ( 5 0 r 5 0 ) , X ( 5 0 ) t X ~ @ T ( 5 0 ) , F ( ~ O r 5 0 )  
COYMON E M , X l r X D O T l , T I M E , T I M € X , f , X , X D n T r E  
T ( J , K )  = T I M F  - T I M E X  
E ( 1 , J )  = E ( I , J )  + X ( K ) * * Z * T t J , K )  + 0 1 3 3 3 3 3 3 3 * X D O T ( K ) * * 7 * T ~ J 9 K ) * * 3  

1 + . O S * F M * * 2 + T ( J , K ) * * 5  + X ( Y ) * X D O T ( K ) * T ( J , K ) * * 7  
2 + . 1 7 1 3 3 3 1 3 * E M * X ( K ) + T ( J , K 1 + + 7  + . 3 5 * F M * X D O T ( K ) * T ( J , K ) * * 4  
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SOURCE PROGRIM cont. 

IF ( T I M E - 5 . 0 )  S0,60+60 
5 6  K = K + l  

X ( K )  = X 1  
X D r ) T ( K )  - X D O T l  
FM * - EM 
T I M E X  - T I M E  

FNr) 
60 RETURN 

52 



CHAPTER 3 

EXPERIMENT 

3.1 General 

A descr ip t ion   fo l lows   of  a psychomotor  experiment  per- 

formed a t  M.I.T.'s Man Vehicle  Laboratory. Over a f o u r  

month p e r i o d   f i f t y   p a i d   s u b j e c t s  were given  the  opportun- 

i t y  t o   l e a r n  a manual c o n t r o l  task. They were br ie fed   on  

the  task and fami l i a r i zed  wi th  t h e  appara tus ,   bu t  were not  

a l lowed   t o   p rac t i ce   p r io r   t o  the first trial. I n s t r u c t i o n s  

to   t he   sub jec t   g iven   du r ing   t he   b r i e f ing  are reproduced  ver- 

batim a t  the end of the chapter.  A listing of   t he   sub jec t ' s  

age,   sex,   occupat ion,   e tc .  i s  g i v e n   i n   t a b l e  3.1. 

3.2 Task 

A sub jec t ,  by a c t u a t i n g  a two pos i t ion   swi tch ,  i s  re- 

q u i r e d   t o   n u l l  the i n i t i a l  misalignment  between two l i n e  

segments   d i sp layed   on   an   osc i l loscope   in   f ront   o f  him ( s e e  

f i g u r e  3.1) . One segment, the l e f t ,  remains  stationary  and 

the d isp lacement   o f   the   o ther   re la t ive   to  I t ,  x, s a t i s f i e s  

the  d i f f e r e n t i a l   e q u a t i o n ,  

.. 
x = u  3.1 

where u i s  the  switch output  and may e i t h e r  be +U or -U. 
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As t h e  switch has no OFF pos i t ion ,   once  the segment is align- 

ed rap id   po lar i ty   changes  may be used   to   s imula te  an. OFF 

p o s i t i o n  and  thereby  to  maintain  close  alignment.  Each sub= 

j e c t  is g iven   f i f t y ,   f i ve - second  trials spaced  ten  seconds 

apart .   Subject  performance  on  each trial i s  measured  by com- 

pu t ing   t he   i n t eg ra l   o f  the absolute   value  of  x over the f i v e  

seconds. Th i s  score i s  r epor t ed   t o  the subject  immediately 

a f t e r   e a c h  trial. Every trial starts w i t h  t he  same i n i t i a l  

conditions.   Using  the same i n i t i a l   c o n d i t i o n s   e a c h  time and 

a f ixed  trial l eng th  makes t h e  scoring  meaningful   to  t h e  sub- 

j e c t  and u s e f u l  as a measure  of  learning. 

3 e 3  Task Pace 

By  r e s t r i c t i n g  the exper iment ' s   dura t ion   to   twelve  and 

one half  minutes   per   subjec t ,   de te r iora t ion   of   per formance  

due t o  such e f f e c t s  as boredom and f a t i g u e  is e f f e c t i v e l y  

el iminated.  I t  was observed that a l l  subjects  remained  out-  

ward ly  a t t e n t i v e   t o   t h e i r  task throughout t h i s  brief period. 

Since many of them expressed   the   des i re  t o  cont inue " the  

game" a f t e r   t h e i r   t i m e  was up, it appears  that s u b j e c t s  were 

i n t e r e s t e d   i n  the experiment  and  were  trying hard t o  improve 

the i r   s co res .  The combination  of a doub le   i n t eg ra l   p l an t ,  a 

con t ro l l e r   ou tpu t  of z7.5 cm/sec2  and a 12.5 minute  experi- 

ment r e s u l t s   i n  faster learners   spending  the  major i ty  of t he i r  

t ime  pol ishing t h e i r  performance,  without  getting  bored and 
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s lower   l ea rne r s   ba re ly  reaching an  asymptotic level of  per- 

formance, as Judged by t he i r  scores. Limiting each trlal t o  

five  seconds gives the sub jec t  enough time t o  respond wi th  

seven  or   e ight   switchings  on the average.  Fixing the i n t e r -  

trial length a t  ten  seconds  a l lows enough f i n g e r  res t  t o  keep 

it limber during  the  course  of  the experiment. 

3.4 Con t ro l l e r  

A micro-switch mated t o  a key and r e c e s s e d   i n   t h e  sub- 

j ec t ' s   conso le   ( s ee   f i gu re  3.4) se rves  as the c o n t r o l l e r   i n  

the experiment. With a s l i g h t  e f fo r t   (ope ra t ing   fo rce :  9-13 

ounces)  and  displacement  (pre-travel: 0.15 inches maximum) a 

subjec t   can  switch the  po la r i ty   o f  t h e  c o n t r o l l e r ' s   o u t p u t ,  

U. S ince   f i nge r  tapping i s  a very bas i c  limb movement, which 

people  use i n  a va r i e ty   o f  manual skills ( i .e . ,   typing,  play- 

ing musical   inst ruments ,   e tc . ) ,  no t r a i n i n g  w i t h  t h e   c o n t r o l l e r  

i s  necessary  as ide from a few preliminary t a p s  t o  Itget the  f e e l  

of ittt. Magnitude  of t he   con t ro l l e r   ou tpu t  i s  s e t  a t  7.5 cm/ 

sec2   to   avoid   f requent   loss   o f   cont ro l  on early trials. A 

l o s s  o f   con t ro l   s i t ua t ion   occu r s  when the  r i g h t  segment moves 

o f f  t h e  scope.  Subjects are br ie fed   on  t h i s  contingency  and 

know the correct  c o n t r o l   p o l a r i t y   t o   u s e   w h i l e  the segment i s  

out  of sight.  T r i a l s  are   not   terminated when t h i s  happens, 

b u t  are cont inued   for  the f u l l   f i v e  seconds. 
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3.5 Apparatus 

Figure 3.2 is a photograph  of the exper imenter ' s   s ta t ion ,  

and the interconnect ions  of  the components is diagrammed i n  

f i g u r e  3.3. Names and  manufacturers  of the electro-mechanl- 

cal  components are  l isted i n  table 3.2. 

3.6 I n s t r u c t i o n s  t o  Subjec t  

P lease  be seated a t  the console  and make yourself  

comfortable. You w i l l  no te   before  you two items: a recess- 

ed key and an  oscil loscope.  During the course  of t h i s  ex- 

periment you w i l l  a c t u a t e  t h i s  key in   response   to  a v i s u a l  

d i s p l a y  presented  on the  oscilloscope.  Depressed,  the key 

genera tes  a "down-commandft s igna l :  released, it genera tes   an  

ttup-commandtt signal. A ttnull-commandtt  can be approximated 

by a l t e r n a t i n g  between  up  and down  commands r ap id ly  (demon- 

strate t h i s  mode of keying).  

A t  t h i s  time you w i l l  a c t u a t e  the  key  using the  index 

f i n g e r  of your   preferred hand. Notice the small fo rce  and 

minimal  displacement  required  to switch i n   e i t h e r   d i r e c t i o n :  

up   fo r  "up-command" and down f o r  ttdown-commandtt. To prevent 

.improper  keying you should keep yowhand a t  rest on the con- 

s o l e  a t  a l l  times and  use  only  index  finger  motion.  In ad- 

d i t i o n   t o   f e e l i n g   t h e  switching a c t i o n ,  you should  a lso hear 
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a clicking sound. These  tactile  and  audio  indications of a 

switch  will  free you from  having  to  visually  monitor your re- 

sponses.  If the  key  should seem to bind, please  advise me. 

Remember,  a  gentle  touch is all that is necessary  and  any 

harsh  keying  will be brought to your attention. 

Are there  any questions so far? 

On the face of the  oscilloscope  there  are  displayed  two 

horizontal  line segments. The  left segment  will remain 

stationary  and is your reference mark. The  right  segment 

will  move  vertically in response  to  your  up and down commands. 

It  is  now in the  starting  position,  which is five  centimeters 

below the  reference mark, Before  each trial, it will  return 

to  this same starting position. If it does not, let  me know. 

The  beginning of a trial  is  recognized by movement of the 

right  segment  away  from its starting  position and the end of 

a trial  is  recognized by an arresting of its motion. 

Your  key  is not  connected  directly  to  the oscllloscope. 

Instead, your up and down  commands  are input signals  to a 

dynamic  process  which is being  simulated on the  analog com- 

puter  to  your right. It is the  output of this  dynamic pro- 

cess  which the  displacement of the  right  segment represents. 
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Thus,  your commands are being  modified i n  some way t o  pro- 

duce a motion  of t h i s  11ne. T h i s  modi f ica t ion  w i l l  n o t  be 

revealed t o  you e x p l i c i t l y .  However, over the course of t h e  

experiment you w i l l  l e a r n ,  by observ ing  how t h e  r i g h t  seg- 

ment  responds to   your  commands, how t o   r e g u l a t e  i t s  motion, 

Before  discussing  your   specif ic  t a s k ,  are there any  quest ions? 

Your task i s  simply t h i s :  a l i g n  t h e  segments  and  keep 

them a l igned ,  You w i l l  remember t h a t  you are always command- 

ing e i t h e r  up o r  down. Therefore,  t h e  r igh t  segment w i l l  n o t  

s t a y  a l igned   un le s s  you command ' lnull t l .  Even then there w i l l  

be some motion', If you command l lnu l l t l  when the  r i g h t  segment 

is n o t  aligned and  not  momentarily a t  rest, you can  expect 

furtheF  motion  because  of  the  dynamic  nature  of  the  process. 

Is t h i s  clear? 

I w i l l  n o t   t e l l  you what t h e  co r rec t   key ing   s t r a t egy  i s  

in   o rder   to   ach ieve   a l ignment ,   S ince  you can  only make two 

choices ,  it should be obvious t h a t  t h e   c o r r e c t  strategy i s  

some sequence  of  up  and down commands and t h a t  t h e  bas i c  

problem is l e a r n i n g  when t o  s w i  t ch  from  one t o  t h e  o t h e r  by 

observing how your commands inf luence  t h e  motion, A t  t h e  

start of each trial, your key should be up, T h i s  is t h e  cor- 

rect  first c h o i c e   i n  t h e  keying sequence and i t  w i l l  start 
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the  right segment upward.  Your second  response,   therefore,  

is  a dec i s ion  when t o   d e p r e s s  the key. The outcome  of  your 

second  response may n o t  be what you expect, so a th i rd  one 

may be necessary,  and you aga in  must decide when.  You 

should  continue i n  t h i s  alternating manner u n t i l  the seg- 

ments are al igned.  Do you wish any c l a r i f i c a t i o n   o r   r e p e -  

t i t i o n  of the i n s t r u c t i o n s   g i v e n  so far? 

Should the r i g h t  segment disappear from  view  while i t  

is t r a v e l l i n g  upward,  hold the key down u n t i l  i t  reappears ,  

then  key as you deem necessary. The converse   appl ies  i f  i t  

d isappears  while t r a v e l l i n g  downward. I n  e i the r  case  it is 

poss ib l e  that i t  may n o t  reappear before  the end  of the trial. 

If t h i s  happens, i t  means only  one th ing :  you d id  something 

wrong before  it went off  scope,  not after.  

Five  seconds a f te r  the  r i g h t  l i n e  segment starts moving 

it w i l l  f r e e z e   i n  i t s  p o s i t i o n  a t  t h a t  moment. Your keying 

w i l l  cause  no  further  motion, so you may s top.  T h i s  term- 

i n a t e s  t h e  trial. Your performance  on t h a t  trial w i l l  be 

measured  and a score  w i l l  be aMounCed. T h i s  score  is com- 

puted by in tegra t ing   the   absolu te   va lue  of t he  misalignment 

over   the   f ive   second  in te rva l   o f   the  t r i a l .  If you w i l l  look 

a t  t h i s  f i g u r e  (show f i g u r e  3.5) you can  see what t h i s  score 
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measures. The obJec t  then is t o   c o n t i n u a l l y  Improve  your 

score  . 
After announcing the score ,  I w i l l  reset  the  r i g h t  seg- 

ment t o  t h e  same i n i t i a l   p o s i t i o n  and the next  trial w i l l  

commence wi th  t h e  segment's first movement. Proceeding i n  

t h i s  manner, you w i l l  be   g iven   f i f t y   consecu t ive  trials wi th  

no   in te r rupt ions .  Th i s  takes about   f i f teen   minutes   and  is 

n o t  tiring, so don ' t  ttsavelt yourse l f .  Any f ina l  quest ions? 
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TABLE 3.1 

SubJects 

Number 

1 

2 

3 
4 

5 
6 

7 

8 

9 

10 

11 

12 

13 

14 

15 
16 

17 

18 

19 

Name 

A . E . H .  

J.W.G. 

M. J.M. 

B.H.M. 

S.M.A.  

P.G.K. 

D.O.M. 

M O W .  J. 

R.W.L. 

J . C . G .  

F.H. 

J.M.Q. 

B.C.M. 

I.M.W. 

M.C.H. 

H. T.D . 
M.E.D. 

S.M.W. 

T.R.N. 

Age 

20 

23 

19 

22 

22 

24 

24 

24 

23 

25 

24 

21 

49 

23 

25 

24 

22 

20 

20 

Sex 

M 

F 

M 

M 

M 

M 

M 

F 

M 

M 

M 

M 

F 

F 

F 

M 

M 

M 

M 

Handedness 

RH 

RH 

RH 

RH 

RH 

RH 

RH 

RH 

RH 

R H  

RH 

RH 

RH 

RH 

RH 

RH 

L H  

RH 

RH 

Occupation 

Student 

Secretary 

Student 

Student 

Student 

Off icer ,  USAF 

Off icer ,  USAF 

Secretary 

Off icer ,  USAF 

O f f  i c e r ,  USAF 

Officer, USAF 

Student 

Secretary 

Secretary 

Secretary 

Off icer ,  USAF 

Student 

Student 

Student 
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Number 

20 

2 1  

22 

23  

24 

25 

26 

27 

28 

29  

30 

31 

32 

33 

34 

35 

36 

37 

38 

Name Age 

D.T.T. 19 

A.G. 23 

R.W.S. 19 

D.W.M. 19 

R . A . S .  19  

M.A.R.  19 

D.S.M. 20 

D.B.D. 21 

H.K.S. 25 

C.D.W. 22 

R.J.R. 19 

D.M. 20 

D.C.M. 23 

P0W.Y. 20 

L.H.L. 21 

E.G,M. 24 

R.L.F. 24 

J.I.S. 21 

D.B.S. 20 

TABLE 3.1 cont. 

Subjects 

Sex 

M 

F 

M 

M 

M 

M 

M 

M 

M 

M 

M 

M 

M 

M 

M 

M 

M 

M 

M 

Handedness Occupation 

RH 

RH 

RH 

L H  

RH 

RH 

RH 

RH 

RH 

RH 

RH 

RH 

RH 

RH 

RH 

RH 

LH 

L H  

RH 

Student 

Secretary 

Student 

Student 

Student 

Student 

Student 

Student 

Officer, U S A F  

Student 

Student 

Student 

Student 

Student 

Student 

Student 

Student 

Student 

Student 
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TABLE 3.1 cont. 

Subjects 

Number Name Age Sex Handedness Occupation 

39 

40 

41 

42 

43 

44 

45 

46 

47 

48 

49 

50 

J.W.S. 20 

L o P o K O  25 

D.A.S. 22 

J.A.M. 18 

N.A.C. 26 

S . C . R .  26 

M.A.H. 20 

R 0 E . C .  29 

E.S.S. 2 1  

D.K.M. 22 

D0A.F. 19 

K.A.K.  22 

M 

F 

F 

M 

M 

M 

M 

M 

M 

M 

M 

F 

RH 

RH 

RH 

RH 

RH 

RH 

RH 

RH 

RH 

RH 

RH 

RH 

Student 

Secretary 

Student 

Student 

Student 

Student 

Student 

Student 

Student 

Student 

Student 

Secretary 
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Apparatus 

Component 

1 Display 

2 Con t ro l l e r  

3 Dynamic Process  

4 Pen  Recorder 

5 Tape Recorder 

6 Electronic   Counter  

7 P r i n t e r  

8 Display  Monitor 

Tektronix Type 565 
Dual Beam Osci l loscope 
Type 3A74, Four Trace 

Micro  Switch Type 2 'I 
General Purpose 15 Ampere 
Capacity  Switch 
BZ = 2R - A2 

E lec t ron ic  Associates,   Inc.  
PACE TR-48 Analog  Computer 

Brush  Instruments 
Recorder Mark 280 

Precis ion  Instrument  
Aecorder-Reproducer 
S e r i e s  PS-200A 

Beckman Instruments,  Inc. 
Universal  EPUT & Timer 
Model 7360A 

Beckman Instruments,  InC. 
Digital  P r i n t e r  
Model 1453 

DuMont 
Cathode Ray Osci l lograph 
Type 304 = HR 
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CHAPTER 4 

RESULTS 

4.1 General 

The r e s u l t s  we have t o   p r e s e n t   a r e   o f f e r e d   i n   t h r e e  

parts. F i r s t  of a l l ,  i n   s e c t i o n  4.2, t h e r e  are t h e  theo- 

r e t i c a l   r e s u l t s  which were obtained  from s i x t y  execut ions 

of t h e  computer  program  writ ten  in chapter two.  Model pa- 

rameters ,   in   each   execut ion   except   the  last t en ,  were var ied  

sys t ema t i ca l ly   i n   o rde r   t o   s tudy  t h e i r  in f luence  on t h e  

learning  behavior  of t h e  program. I n  the  last  ten  execut- 

ions ,  model parameters were se lec ted   to   p rovide  a tes t  

sample of human opera tor   behaviora l   s imula t ions .  Second  of 

a l l ,  I n   s e c t i o n  4 . 3 ,  there are the  expe r imen ta l   r e su l t s  

which  were obtained  from  the  motor s k i l l  experiment described 

in   chapter   th ree .   F i f ty   subjec ts   per formed t h i s  experiment, 

a.nd t h e  data taken on t h e i r  responses  i s  used t o  cor robora te  

predict ions  of   the   theory.  T h i r d  and last  of a l l ,  In   s ec t ion  

4.4, theory and  experiment  are  compared s t a t i s t i c a l l y   t o  

determine  whether   or   not   the  sample of   operator   s imulat ions 

,and  the  sample  of   operators   are  of t h e  same parent  population. 

4.2 Theore t i ca l   Resu l t s  

We have  conducted a parametric  study  of t h e  behavior 
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of the model (loco, the computer  program) t o  establish how 

behav io r   l a  altered by  changes i n  the psycho-physiological 

parameters  of t he  model and if t h e  a l t e r n a t i o n s  are con- 

s i s t e n t  wi th  our i n t u i t i v e  ideas of what should  happen,  In 

table 401.. there are l is ted  the sets of parameters which were 

read i n   t o  the digi ta l  computer p r i o r  t o  the  execution of 

f i f t y  runs  of the program, I n  table 402 appears the scores  

f o r  each program  execution,  and we r e p o r t  t he  i n t e g r a t e d  

squared   e r ror   ins tead  of the i n t e g r a t e d   a b s o l u t e   e r r o r ,  

s imply  because it was f a s t e r  t o  compute, Actual ly ,  the study 

was l a r g e r   i n  scope  than we ind ica t e ,  On t h e  order   o f  two 

hundred or more programs were executed, and so we are conf i- 

dent  t h a t  t h i s  smaller sample  provides a re l iable  represent -  

a t i o n  of t h e  program's  behavior. 

Basically, t h e  f i f t y  sets of  parameters, as can be seen 

by re ference  t o  table 4.1, exh ib i t   s eve ra l   va r i a t ions   on  a 

theme. Programs 1-5 are used as a normative  set  of r e s u l t s  

upon which t o  m a k e  comparisons,   Parameter  values  in  these 

programs are not   intended  to   character ize   an  .average '  human 

operator.  Programs 21-23 change the mesh dimensions of the  

sensory gr id .  Some dec i s ion   cen te r   pa rame te r s   a r e  changed i n  

programs 11-20 and 41-45 ( i n i t i a l   d i s t r i b u t i o n  of the  p r i o r  

p r o b a b i l i t i e s ) ,  46-50 (mean and standard dev ia t ion  of the re- 

v i s i o n  time) and 25-35 ( re inforcement   s t rength , -  ). Programs 
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6-10 and 36-40 change the mean and s tandard   devia t ion , '  re- . 

spectively, of t h e  response time of the e f f e c t o r  mechanism, 

RT. Changes, therefore,   have  been made i n  the psycho-physi- 

o logica l   parameters  which govern  the  operation  of a l l  the  

components  of  our  stochastic  information  processing system. 

What do t h e  r e s u l t s  show? Our conclusions  are   based 

on the   e f fec t   these   changes   have  on t h e  sco res   e i the r   du r ing  

t h e   i n i t i a l  phase of   learning or dur ing  the  f i n a l  phase. The 

first f i v e  trials c o n s t i t u t e  the i n i t i a l  phase, and the  last 

f i v e  tr ials t h e   f i n a l .  We f i n d  t h a t ,  on the  average,  t h e  

performance  of  the  program in c o n t r o l l i n g  t h e  dynamic process  

deter iorates   whenever ,  

the   sensor   perce ives   the  state of  the  dynamic  pro- 

c e s s  wi th  greater unce r t a in ty ,  l e e . ,  the  mesh s i z e  

i s  increased,  

t h e   d e c i s i o n   c e n t e r  is i n i t i a l l y  more uncertain  of  

the   cont ro l   po l icy ,   i . e . ,  t he  . p r i o r s   a r e ,   f o r  ex- 

ample, d i s t r ibu ted   un i formly  or are nonzero  in  

t h e  first and t h i r d  quandrants,  

t he   dec i s ion   cen te r   r equ i r e s  more t ime  to   process  

Information, i.e., DT is increased, 

t h e  dec i s ion   cen te r  is slow t o  recognize that  it 

must wait on the  outcome of  a response   in  order t o  
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assess whether o r   n o t  I t  selected the correct 

choice. 1.e.. o( is increased,  

( e )  the e f f e c t o r   r e q u i r e s  more time to   execute  a , re -  

sponse, lee., RT i s  increased. 

These f ind ings  are c o n s i s t e n t  w i t h  t h e  behavior  one wou1.d 

expec t   to   observe   in  the response  performance  of  any  Infor- 

mation  processing system, these  expectat ions  being based, i n  

p a r t ,  on the p r e d i c t i o n s  of convent iona l   cont ro l  systems theo- 

ry. Not t o  be  overlooked,   e i ther ,  i s  t h e   p l a i n  fact  t h a t  t h e  

program,  does  learn how t o   c o n t r o l  a dynamic  process.  Also 

t o  be noted i s  t h a t  the learn ing   process  I s  convergent   in  a l l  

cases  and the  closed  loop  performance  of t h e  system, when it  

is learned,  I s  near  optimal.   In this regard w e  should  point 

ou t  t h a t  the b e s t   s c o r e   o b t a i n a b l e   i n  t h i s  task I s  approximate- 

l y  15.6 cm2-sec. 

A sequence  of  eleven  sketches,   presented  collectively as 

f i g u r e  4.1, provide a most striking por t raya l   o f   l earn ing ,  

One can  witness   in  t h i s  sequence the program's  progress  In 

reso lv ing  Its unce r t a in ty  as t o  the  loca t ion   of  the switch 

curve. Each sketch shows a sur face ,  t h e  height  of  which, a- 

bove the   re fe rence   p lane  a t  t h e  coordinates ,   (xm,vi) ,   repre-  

s e n t s  t h e  pos t e r io r   p robab i l i t y ,   p ' (HI (xm)) ,  a t  the end of 

the   ind ica ted  trial. To g ive  a clearer visual   Impression,  
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each surface,  which is a c t u a l l y  formed by a f i n i t e  s e t  of 

points ,   has   been f i l l e d  i n  and smoothed  over.  Program num- 

ber 40, f o r  which t h e  p r i o r s  on the first triql are a l l  equal  

i n  the second  and  fourth  quadrants of s t a t e   s p a c e  and a r e  

zero  everywhere  e lse ,   serves  as the example. Were it p r a c t i -  

cal  t o  draw t h e s e   f i g u r e s   f o r  a l l  the programs  executed,  one 

could  readi ly   dis t inguish  s low  f rom fast learning, p a r t i a l  

from complete   resolut ion of unce r t a in ty ,   e t c .  

4.3 Experimental   Results 

A complete  picture  of human opera tor   l earn ing   behavior  

i n  t h e  psychomotor  experiment  discussed  In  chapter three can 

be developed  from  the  measurements  which  were  taken  of  the  in- 

t e r v a l s  between  successive switches i n   c o n t r o l   p o l a r i t y .  

T h i s  i n t e r v a l  w i l l  be r e f e r r e d   t o  as an  interresponse  t ime,  

IRT. In te r response   t imes   for  the  f i f t y  trials. performed by 

each   subjec t   a re   t abula ted   in   appendix  A. Statist ical  des- 

c r ip to r s   o f   t he   i n t e r r e sponse   t ime   fo r  t h e  first twenty re- 

sponses  of  each trial are presented   in  the first fou r  tables 

of  appendix B. Tables  B e l  and B . 2  l i s t  the means and standard 

d e v i a t i o n s  of t he  data. A measure  of  skewness, a lpha  th ree ,  

and a measure  of  kurtosis,  a lpha  fou r ,   a r e   p re sen ted   i n  tables 

B . 3  and B.4 respec t ive ly .  A l l  averaging has been  done  over 

the  number o f   sub jec t s  who a c t u a l l y  made a k- th  response, 

and t h e  absence of a v a l u e   i n d i c a t e s  t h a t  only one sub jec t  
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responded k times on the p a r t i c u l a r  trial. Negative  values 

of a lpha  three  represent  skewness t o  the l e f t ,  pos i t i ve   t o  

the r ight .  A normal d i s t r i b u t i o n  has an alpha  four  value of 

3.0, Larger  values  are more peaked, smal le r   a re  less. Cor- 

r e l a t i o n  between successive  responses I s  given by the  correl-  

a t ion   coef f ic ien t   appear ing   in   t ab le  B.5.  

From the  Interresponse time data, the  s t a t e ,  ( x , v ) ,  of 

t h e  dynamic process a t  each  switch  time h a s  been calculated.  

Statistical descr iptors   of   the   s ta te   are   in   appendix C ,  where 

t ab le  C.1  - mean posi t ion and ve loc i ty ,   t ab le  C02 - standard 

deviat ion of posi t ion and veloci ty ,  and t ab le  C.3 - covariance 

of state are  presented.  Subject  performance, as measured by 

the integrated  squared  error,   appears  In  table C.4 f o r  each 

of t h e  f i f t y  subjects  on a l l  f i f t y  trialso And f ina l ly ,   t hese  

scores  have  been  averaged  over the  ensemble  of subjects  and 

the   resu l t ing  mean squared  error, MSE, i s  tabulated as a func- 

t i o n  of trial numbers i n   t a b l e  C.50 

To provide a portrayal  of learning comparable to   f i gu re  

4.1, which depic t s   the  program resolving i ts  uncertainty,  we 

have, f o r  t h e  human opera tor ,   t aken   the   s ta t i s t ics  on the state 

var iab les  and computed the e l l i p s o i d s  of concentrat ion  for   the 

first six  responses of trials 1 t h r u  5 and of  every f i f t h  
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trial thereafter, These appear as a sequence  of  computer 

drawn sketches, c o l l e c t i v e l y  called f i g u r e  4.2. An e l l i p s o i d  

of  concentration  bounds a two-dimensiona1,region  over which 

p r o b a b i l i t y  is dist r ibuted  uniformly  such t h a t  the first and 

second  order moments of t he  un i fo rm  d i s t r ibu t ion  are t h e  

same as those of t h e  a c t u a l   d i s t r i b u t i o n  (see Cramer (231, pp. 

283-285). A l iberal  i n t e r p r e t a t i o n  of t h i s  d e f i n i t i o n ,   i n  

our case ,  i s  t o  say t h a t  the  n-th  region shows where, i n  state 

space, I1mostl1 s u b j e c t s  made t h e  n-th  response. The shr inking  

and r e -o r i en ta t ion  of t h e  e l l ipses  are a v i v i d   i l l u s t r a t i o n .  

of the  ensemble's   progress i n  i d e n t i f y i n g  R cont ro l   po l icy .  

In  a d d i t i o n   t o  t h i s  por t raya l   o f   l earn ing ,   average   t rans ien t  

r e sponses   fo r  some of t h e  same trials have  been  calculated 

from t h e   s t a t e  data and a re   p re sen ted   co l l ec t ive ly  as f i g u r e  

4, 3 
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4,.4 Theory and Experiment Compared 

From the  f igures   and  tables presented   in  the  previous 

sec t ions ,  one  can easily develop a q u a l i t a t i v e   a p p r e c i a t i o n  

f o r  t h e  ind iv idua l   d i f f e rences   exh ib i t ed   In  the  l e a r n i n g  be- 

havior   of   both  subjects  and programs.  For  example, I n i t i a l  

more,   level   of   asymptot ic   performance  and  ra te   of   score  

change are some of t h e  readily d i sce rn ib l e   Ind ica to r s   p ro -  

vided by  t h e  integrated  squared  error  which are u s e f u l   i n  

comparing t h e  motor ski l l  behavior  of t he  programs w i t h  t h a t  

of   the  subjects .  What is important now is t o  answer the 

question  of  whether  or  not  the  theory  developed  herein is 

a credible   explanat ion  of  human learn ing   behavior ,   par t icu-  

lar ly  of   In te r -subjec t ,   In t ra -subjec t   var iab i l i ty ,   For  t h i s  

purpose, I t  i s  d e s i r a b l e   t o  m a k e  a comparison  of  the  subject 

ensemble  and  the t es t  sample of  programs  on some q u a n t i t a t -  

i v e  basis. T h i s  has been  done  and i s  discussed  next .  

To e s t a b l i s h   t h e  llsimilarltytt between the  behavior  of 

the f i f t y  s u b j e c t s  and the  ten  programs  of t he  t e s t  sample, 

t he  Mann-Whitney W I 1  t e s t  was applied  to  each  of the first 

fou r   i n t e r r e sponse  times of  each of twelve trials. On a 

given trial f o r  a given  response,   the  sample  of  subject 

IRT'S ( IRTi  : i = l,2,...,nl)  and t h e  sample of model IRT's 

(IRT : j = 1,2,*..,n ) a re   a r r anged   i n   o rde r :   t he  statistic, 

U, counts  t h e  number of times a member of the first sample 
J 2 
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exceeds a member of the  second  sample,  that I s  

n. n, 

where 

1 , if IRTi > IRTj 
n =  ij 0 , if otherwise 

In  the limit, as n1 and n2 both  approach  infinity in any 

arbitrary  manner,  the  distribution  of U is normal. In fact, 

for n1 = n2 = 8 the  distribution differs negligibly  from 

normal.  If  the  random  variables,  IRTi and IRT have  continu- 

ous cumulative  distribution  functions f and g respectively, 

the  statistic U is used  to  test  the  hypothesis  that f = g. 

Specifically, if the  quantity 

3 '  

where 

and 
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is g rea t e r   t han  2.58 under the nu l l   hypo thes i s  ( f  = g) , the 

tes t  is cons idered   s ign i f icant  a t  t h e  1% leve l  and the hy- 

p o t h e s i s   o f   i d e n t i c a l   d i s t r i b u t i o n s  is rejected. Table 4.3 

l ists  the va lues  of z c a l c u l a t e d   f o r  the fo r ty -e igh t  t e s t  

cases. 

A t  the 1% level,  the table shows t h a t  eighty-one per- 

cent   of  t h e  cases p a s s  t h e  test ,  1.e.. t he  hypothesis   of  

i d e n t i c a l   d i s t r i b u t i o n s  i s  acceptable.  Those cases which 

f a i l  the tes t  are conflned  to  the  t h i r d  and four th   responses  

on trials a f t e r  the f i f t h .  If one  looks a t  t h e  in te r response  

time data (appendix A )  f o r  such  subjects  as 11, 33, or 44 

and  compares it w i t h  t h e  program data (appendix D ) ,  t h e  rea- 

son f o r   t h e s e   f a i l u r e s  becomes qui te   apparent .  It can be 

observed t h a t  subjec ts   deve lop  an open-loop  technique f o r  

responding when the dynamic process '  state is c l o s e   t o   t h e  

or ig in .  T h i s  mode of  behavior i s  an  attempt by a s u b j e c t   t o  

s imulate   an OFF p o s i t i o n  (as he was i n s t r u c t e d )  w i t h  the  con- 

t r o l l e r  by r ap id ly  alternating c o n t r o l   p o l a r i t y .   I n  t h i s  

mode, t h e   s u b j e c t   e f f e c t i v e l y   i g n o r e s   s t a t e   i n f o r m a t i o n   u n t i l  

such a time as the   e r ror   exceeds  some t o l e rance   l eve l ,  and 

then he r e v e r t s  back t o  a closed-loop mode of  responding, 

Clear ly  the' theory  does  not  account for t h l s ,  since  the  pro- 
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gram makes but  one response  per  decigion cycle and does  not 

set  off  pre-programed  sequences of responses,  Aside  from 

t h i s  discrepancy,  the  results  of  the W 1 l  t e s t s   a r e   q u i t e  

favorable and o f f e r  no cause  to  reject   the  hypothesized i- 

d e n t i t y  of the two populat ion  dis t r ibut ions.  Note: a t  the 

1% l e v e l  of s ignif icance,   the   probabi l i ty  of obtaining a 

Z-value greater than 2.58 when comparing two samples is, by 

de f in i t i on ,  ,01 given t h a t  the hypothesis, f = g, is  t rue,  

We have a l so   appl ied   the  Mann-Whitney t T J l t  Test t o  samples 

of t h e  integrated  squared  error  scores on the same trials as 

before,  The r e s u l t s ,  which a re   p resented   in   t ab le  b o k ,  show 
1 
t 

t h a t  only  one  case is s ign i f i can t  a t  e i t h e r   t h e  1% o r .  5% 

(2 > 1.96) leve l :  For t he  human operator  sample we selected 

the first ten  subjects   instead of us ing   the   en t i re  ensemble, 

Performing t h i s  t e s t  on the  scores  i s  a l e s s   s e n s i t i v e  meas- 

ure  of the  credibil i ty  of  our  theory  than  performing it on the 

IRT's, since the  integrat ion t o  obtain a score masks the  de- 

tailed  structure  of  the  response  behavior and therefore ,  d i s -  

crepancies   in  t h i s  structure  can be obscured  from  detection, 

Testing t h e  IRT's on the  o ther  hand,  subdects  the  f inest  

grain measurement we have ava i lab le  on the  response  behavior 

t o  the  scrut iny of a powerful  nonparametric statistacal t e s t .  
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FIGURE 4.2 

Ellipsoid of Concentration 

Responses 1-6 

Trials 1-5, 10, 15, 20, 25, 30, 35, 40,  45 and 50 

( Experlmen tal ) 
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FIGURE 4.3 

Average Transient Response 

Trials 1-8, '10, 15,  20, 2 5 ,  30, 40 and 50 

(Experimental) 
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Integrated' Squared 'Error 

(Centimeters Squared Seconds) 

Wubjectstt 1-60 

(Simulation) 
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INTEGRATED  SQUARED ERROR 

(CENTIMETERS  SQUARED SECONDS) 

2 3 4 5 6 7 SUBJECT 

T R I A L  

i 
2 
3 
4 
5 
6 
7 
8 
9 
10 
1 1  
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
3 1  
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
4 5  
46 
47 
48 
49 
50 

1 
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17.5 

5800 
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INTEGRATED  SQSARED ERROR 

(CENTIMETcRS  SQUARED SECONdS) 

SUBJECT 11 1 2  1 3   1 4   1 5   1 6   1 7  

T R I A L  
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11 
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29 
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17.1 
16.9 
17.0 
16.7 
16.6 
17.3 
16.9 
17.0 
17.3 
17.1 
17.1 
16.7 
17.5 
17.0 
i 7 . 4  
l b . 9  

59.2 

22.7 
16.9 
17.1 
18.9 
17.3 

37.5 
17.8 
26.2 
33.6 
16.6 
16.0 

25.6 
15.8 
16 .4  
15.9 
16.0 
16.2 
15.9 
15.8 
15.8 
16.1 
16.2 
16.3 
16.9 
15.9 
19.9 
15.8 
16 .2  
lb .7  

16.8 
16.2 
16.6 
15.9 
15.9 
16.0 

16.0 

16.5 
16.7 
16.4 
16.5 
16.7 
16.7 
i 6 . 9  

2a.  0 

13.8 

18.4 

16.0 

16.2 

16.0 

92   a4  
31.0 
22.9 
34.8 
18.5 
18.8 
16 .O 
23.4 
10.9 
16.9 
17 .1  
3 0   0 9  
17.0 
17.1 
13.a 
16.4 
16.3 
15.9 
15.8 
17.0 
1 6   0 9  
23.3 
16.0 
16.0 
16.3 
17.1 
16.2 
1 6  00 
16.6 
17.4 
16.8 
19.4 
16.9 
17.0 
20.6 
17.2 
17.1 
18.4 
16.8 
17.0 
17 .1  
17.5 
16.9 
17.0 
16.7 
17.3 
16.7 
16.9 
16.8 
16.7 

65.7 
23.8 
49.1 
21.9 

i6 .d  
15.7 
20.2 
16.5 
20. i 

21.8 

19 06 
15.8 
19.6 
16.9 
15.9 
17.2 
16.3 
15.8 
25.2 
15.9 
16 0 0  
31.0 
16.0 
15.8 
16.1 
16.2 
19.4 
20.6 
15.8 
16.5 
16.8 
16.4 
20.9 
16.1 
15.9 
15.9 
15.9 
17.4 
15.8 
15.8 
16.3 
16.2 
15.8 
15.9 
i 6 . 1  
15.8 
16.6 
16.0 
15.9 
15.9 

1 8  

75.3 

17.1 
1'7. 4 
23.3 
21.6 
17.3 
22.9 
15.9 
15.9 
16.6 
19.6 
16.6 
16.6 

36. a 

17 . i  
17.0 
30.1 
16.9 
16.6 
17.5 
17.3 
16.8 
17.2 
17.2 
16.8 
16.8 
17 .1  
18.2 
16.7 
17.5 
17.2 
17.7 
13.4 
16.7 
16.9 
17.0 
16.8 
17.1 
17.1 
17.1 
17.0 
16 -6 
42 - 6  
17.a 
17.1 
17  0 3  
16.7 
16.8 
16.7 
17.1 

19 2 0  

51.8 58.9 
45.3  .55.4 

17.4 Z1.0 

2b.6  ld.2 
15.9 23.9 
25.5 16.6 

18.5 30.2 

20.7 l a . 9  

i5.Y 16.4 
16;6 17.0 
16.4 16.1 
16.5 17.0 
15.9 17.5 
16.0 17.1 
17.7 16.6 
37.2 16.8 
15.8 17.0 
16.5 28.1 
16.7 17.9 
16.0 l b . 9  
16.7 17.4 
16.4 l d . 4  
16.1 17.3 
15.8 16.9 
16.1 16.9 
21.9 17.6 
15.7 16.8 
16.7 17.7 
16.6 17.5 
15.9 17.0 
15 .8  16.8 
16.2 17.7 
16.2 16.9 
15.9 17.3 
15.9 16.8 
15.9 17.3 
16.3 16.9 
16.2 17.1 
15.9 16.6 
16.0 16.6 
17.4 16.8 
16.6 16.9 
15.9 17.1 
16.3 16.09 
15.9 17.4 
16.4 17.2 
15.9 17.7 
15.8 17.6 
17 .8  17.1 
15.8 16.9 

113 



INTEGRATED  SQUARED ERROR 

SUBJECT 

T R I A L  

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
1 1  
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 

(CENTIMETERS 

22  23  24 

50.2 
25.5 
19.5 
18.3 
40.5 
17.1 
32.3 
16.3 
16.7 
19.8 
16.5 
16.3 
16.3 
16.4 
16.7 
16.5 
16.5 
16.2 
-16.6 
16.7 
17.5 
l b e  7 
-16.5 ' 

16.4 
16.7 
16.4 
34.6 
16.2 
16.5 
16. 3 
16.3 
lb.6 
16.6 
16.4 
16.5 
17.1 
16.5 
16.3 
16.4 
16.6 
16.4 
17.1 
16.5 
16.3 
16.7 
16.6 
16.6 
16.5 
16.4 
16.2 

68.3 70.9 
16.1 18.4 
22.8 22.5 
16.6 23.7 
17.4 19.2 
17.6 37.0 
17.2 16.9 
17.2 17.7 
17.4 20.0 
19.4 21.4 
1b.7 22.0 
18.2 20.1 
24.e3 24.2 
17.7 24.3 
17.8 23.3 
17.7 24.6 
17.2 24.1 
17.5 24.5 
17.3 23.4 
20.5 24.3 
18.9 24.4 
18.0 23.5 
16.6 23.4 
19.4 23.3 
17.1 24.2 
16.8 23.0 
18.6 23.7. 
18.1 23.7 
18.8 23.9 
17.4 24.3 
17.4 32.5 
17.9 23.6 
17.2 23.4 
17.1 23.7 
17.4 26.0 
17.4 21.8 
18.1 22.7 
17.4 24.3 
18.4 24.6 
26.2 24.8 
18.2 23.6 
17.9 23.3 
17.3 23.1 
18.4 23.5 
18.4 23.6 
18.2 23.9 
17.0 24.3 
16.9 23.4 
17.4 23.3 
18.4 23.9 

SCIUARED SECONDS) 

2 5  26 27 

29 e 0  
29.2 
37.3 
24.4 
23.4 
18.4 
22.1 
26.4 
20.3 
19.7 
23.1 
24.0 
19.6 
20.8 
26.5 
25.2 
18.0 

28.6 
18.6 
23.8 
22.8 
19.6 
20.4 
13.1 
20.3 
17.9 
21.0 
18.0 
23.6 

23.2 
19.2 
23.7 
21.1 
20.0 
19.3 
19.4 
17.4 
17.3 
18.5 
20.1 
17.6 
20.5 
20.2 
19.1 
17.9 
It). 1 
17.9 
18.3 

22.5 

18.0 

25.7 
25.3 
50.3 
32.1 
32.5 
51.2 
21.9 
20.9 
17.4 
29.8 
19.8 
17.0 
1 Y . l  
22.3 
18.3 
21.4 
22.2 
18.0 
21.9 
17.3 
17.6 
18.1 

19.1 
16.9 
17.2 
16.9 
21.3 
18.4 
18.8 
19.9 
21 e 3  
19.8 
20.1 
22.2 
22.3 
21.4 
19.7 
16.8 
20.1 
17.4 
18 e 4  
19 e 8  
17.4 
23.4 
19.7 
17.5 
23.0 
17.7 
17.2 

la.9 

51.4 
51.2 
37.9 
34.1 
27.4 
31.9 
25.6 
27.9 
34.7 
19.8 
21.1 
24.6 
20.4 
19.6 
19.5 
23 e 6  
20.3 
20.6 
17.8 
18.9 
21.1 
22.4 
23.9 
23.0 
20.1 
20.6 
20.2 
21.9 
23.3 
19.9 
19.5 
19.2 
20.9 
26.3 
24.4 
18.5 
21.6 
23.9 
21.6 
21.5 
18.3 
21.3 
20.0 
25.3 
21.1 
23.5 
19.9 
21.4 
16.8 
19.9 

2 8  

38 e 4  
19.7 
32 e4 
29.3 
39.4 
19.9 
18.0 
18.4 
43.9 
17.3 
28.5 
18.1 
17.5 
18.3 
17.5 
17.6 
17.4 
16.9 
17.5 
16.9 
18.6 
16.7 
17 e0 
16.8 
17.0 
36.6 
26.6 
17 m0 
16.7 
16.8 
17.1 
17 e7 
17 e5 
17.1 
25.7 
18.1 
17.0 
16.9 
16.9 
17.4 
17.2 
16.6 
17.0 
17.0 
17.9 
16.9 
16.8 
17.0 
17.2 
17 e 4  

29 

25.7 
46 e 0  
37.5 
34.7 
31.1 
17.8 
25.8 
27.0 
18.5 
17.6 
17.7 
16.U 
18.2 
19.8 
22.2 
31.9 
17.9 
16.8 
17.8 
17.5 
18.1 
16.8 
23.5 
16.7 
16.9 
17.2 
16.7 
16.8 
17.1 
16.9 
16.8 
25.8 
17.4 
16.7 
17.0 
16.9 
17.1 
16.7 
16.8 
17.7 
17.1 
16.7 
16.9 
17.8 
16.8 
16 e 8  
16.9 
17.1 
17.3 
17.6 

30 

22.8 
18.4 
29.6 
28.3 
42.1 
31.1 
18.8 
17.3 
17.1 
23.7 
34.2 
15.9 
16.6 
16.2 
18.9 
16.0 
15.9 
17.7 
17.2 
15.9 
17.4 
16.0 
16.1 
16.6 
16.9 
16.5 
16.8 
16.9 
17.2 
17.0 
16.8 
16.9 
17.3 
17.1 
16.8 
17.4 
16.7 
17.5 
17.4 
16.9 
16.6 
16.9 
17.1 
17.1 
17.2 
18.6 
16.7 
17.5 
17.2 
16.7 
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I N T E G R A T E D   S Q U A R E D   E R R O R  

( C E N T I M E T E R S   S Q U A R E D  S E C O N D S )  

SUBJECT 31 32 33 ' 34 35 36 37 

T R I A L  

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 

34.2 54.4 54.6 
74;2 31.7 58.3 
50.7 82.4 39.9 
37.6 42.1 37.8 
28.6 35.7 41.4 
?4.7 17.7 32.7 
48.0 21.0 36.4 
34.0 31.0 39.9 
28.0 20.3 21.9 
20.3 34.7 20.1 
25.7 24.5 22.9 
20.9 22.6 17.6 
19.8 18.4 21.4 
24.4 19.8 22.3 
28.8 17.6 '21.7 
17.9 23.2 18.8 
17.6 19.6 20.3 
23.5 18.2 26.3 
18.5 21.5 22.5 
23.6 20.2 19.9 
23.8 20.8 18.1 
18.6 20.2 19.9 
17.7 17.6 20.0 
19.6 19.4 20.2 
-18.4 21.9 20.8 
21.0 21.7 20.6 
21.2 23.7 20.3 
21.1 18.4 17.9 
24.8 24.3 18.4 
18.9 27.9 17.4 
18.1 20.5 17.4 
22.6 21.5 19.9 
21.3 20.9 19.8 
20.7 13.3 21.4 
21.5 21.5 20.9 
17.8 21.7 17.4 
21.3 20.6 19.3 
24.5 18.2 17.4 
17.J 23.5 23.6 
18.9 17.8 18.6 
23.1  18.1  18.7 
77.3 21.9 19.1 
19.4 20.0 19.6 
28.4 Id06 19.1 
'7.6 19.7 20.3 
26.3 27.4 21.3 
18.0 22.1 19.1 
16.6 20.1 17.7 
20.3 21.2 20.2 
21.7 18.8 20.6 

65.1 
80 .O 
27.4 
16.5 
27.4 
27.2 
16.2 
16.8 
17.6 
16.3 
23.5 
19.6 
19.3 
23.4 
16.5 
16.8 
22.6 
17.8 
17.0 
16.9 
17.0 
17.4 
17.4 
32.9 
16.9 
17.1 
17.2 
16.7 
17.2 
17.1 
17.4 
16.8 
16.6 
17.8 
17.2 
21.7 
17.4 
25.2 
17 0 0  
16.d 
16.8 
16.7 
16.7 
17.3 
22.4 
17.2 
17.0 
17.5 
19.0 
16.8 

48.8 

22.5 
23.2 
19.9 
18.1 
23.1 
20.6 
17.1 
16.7 
19.7 
28.2 

65.1 

17 .o 
17.2 
45.0 
17.1 
17.9 
19.0 
17.0 
17.9 
17.1 
26.6 
17.1 
16.7 
17.9 
17.7 
16.9 
17.0 
16.9 
17.1 
18.1 
17.5 
17.1 
18.3 
17.2 
16.9 
16.9 
24.2 
16.7 

19.5 
16.6 

16.7 
17 .O 
17.8 
17.1 

16.8 

17.3 

17.0 

77.9 
45.0 
17.5 
35.2 
22.2 
33.9 
16.8 
19.6 
18.7 
16.9 
17.5 
18.2 
17.0 
16.8 
16.7 
17.7 
17.7 
17.3 
17.2 
17 00 
17 S O  
16.5 
17.2 
16.6 
17.6 
17.8 
16.9 
17.1 
17.2 
21.8 
17.6 
17.0 
17.0 
17.2 
16.8 
16 09 
17.2 
17.1 
17.5 
16.8 
16.8 
17.7 
17.2 

440 7 
21.9 
16.6 
17.5 
31.0 
18.7 
15.7 
17.9 
16.5 
16.4 
16.5 
16.4 
17.2 
22.5 
32.1 
16.7 
16.0 
15.9 
21.4 
17.0 
16.5 
16.7 
18.6 
16.5 
17.0 
17.1 
17.2 
17.4 
17.4 
16.9 
17.1 
17.5 
16.8 
17.0 
17.5 
17.0 
17.1 
16.8 
17.0 
16.5 
17.0 
17.4 
18.0 
16.8 
16.8 
17.7 
17.5 
16.7 
17.0 
17.5 

38 

49.2 
33.5 
21.3 
25.6 
22.4 
15.8 
21.1 
22.1 
16.1 
19.0 
15.9 
17.1 
30.3 
16.0 
15.8 
15.8 
16.0 
16.5 
16.6 
15.9 
17.3 
16.5 
16  s6 
19.5 
15.8 
17.8 
16.2 
16.8 
16.7 
17.0 
19.1 
17.2 
17.8 
16.9 
17.2 
17.5 
16.9 
17.2 
17.5 
17.1 
17.5 
17.7 
16.8 
17.2 
17.0 
32 .9 
17.8 
17.3 
17.0 
17.5 

39 

49.1 
25 e 5  
28.b 
17.4 
38.3 
19.1 
16.7 
15.8 
17.5 
16.1 
16.3 
15.8 
26.9 
17.7 
15.9 
16.4 
16.2 
16.1 
16.5 
17.2 
15.7 
15.8 
15.7 
16.0 
24.1 
16.3 
16.4 
15.8 
15.8 
16.1 
21.9 
16.0 
15.9 
31.5 
15.9 
16.9 
15.7 
15.9 
16.1 

18.5 
15.9 

16.2 
i6.2 
16.4 
16.2 
15.9 
16.4 
15.9 
16.5 
15.7 

40 

82.6 
20.4 
19.2 
16.7 
19.0 
33.0 
18.3 
18.7 
17.5 
17.1 
17.1 
16.7 
18.3 
16.7 
16.6 
17.3 
19.6 
21.4 
17.0 
16.8 
17.5 
17.1 
18.7 
16.7 
16.9 
16.9 
17.6 
16.8 
17.1 
17.4 
17.4 
16.9 
17.8 
16.6 
17.8 
17.7 
17.4 
16.8 
16.6 

f4:8 
16.6 
17.4 
16.7 
16.8 
17.8 
16.7 
17.0 
17.6 
17.9 
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SUBJECT 

T R I A L  

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
1 1  
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 

41 

INTEGRATED 

( C E N T I M E T E R S  

42  43 44 

24.2 
16.8 
22 02 
17.7 
16  09 
17.1 
16.6 
16.9 
17.6 
17.9 
17.3 
17.3 
16.9 
1706 
16.8 

16.8 
17.1 

37.6 
17.4 
16.8 
16.8 
16.8 
18.5 
17.2 
16 09 
16.8 
17.3 
17.4 

SQUARED  ERROR 

SQUARED  SECONDS) 

45 46 47 

38.0 
28.6 
18.3 
16.9 
17.0 
20.3 
17.3 
25.2 

17.5 
17.8 
18.5 
16.8 
18.4 

16.8 

19.2 

17.4 

17.2 
17.9 
16.6 
16.8 
17. 1 
16.6 
18.4 
16.9 
17.3 
25.6 

17.4 
17.6 
17.3 
16.8 
16.7 
16.8 
16.8 
17.4 
17.7 
17.1 
16.9 

16.6 
17.3 
20.3 
17.2 

17.0 

17.3 

16.8 
17.5 
17.7 
17.4 
17.0 
17.4 
18.1 

48 .49 

17.4 
17.7 

50 
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I -  

SUBJECT 5 1  

T R I A L  

1 30.9 
2 33.6 
3 1 8 . L  
4 38.4 
5 20.3 
6 21.3 
7 32.1 
8 33.3 
9 38.0 

10 34.1 
11 36  e4 
1 2  40.6 
1 3  17.u 
14  17.8 
15  16.3 
16  18.3 
17   16  09 
18 16.3 
19  18.2 
2 0  16 0 2  
2 1  18.1 
22  17.8 
23  18.5 
2 4  1.6.3 
25 
26 

17.6 
16.8 

27  16.2 
28 18.1 
29  16.1 
30 ?6.L 
31  39.3 
32  16 0 2  
33  16.8 
34  16.3 
35  16.5 
36  16.5 
37  16.7 
38  16.5 
39  16.2 
40  16.6 
41  16.3 
42  24.d 
43  16.7 
44   16 .3  
45  17.7 
46  17.2 
47 
48 

16.3 
17  *'J 

49  16.4 
50  16.5 

INTEGRATED 

( C E N T I M E T E R S  

5 2   5 3   5 4  

37.8 
34.8 
26.3 
22.5 
20.9 
27.4 
28.8 
26.2 
25.9 
20.6 
19.5 
20.2 
24.0 
28.7 
18.7 
28.7 
19.8 
30.5 
la .8  
19.1 
20.1 
19. 5 
19.2 
18.6 
20.7 
27.7 
2 0 0  5 
20.2 
I d .  8 
20.1 
19.2 
21.6 
26.7 
2 1 0 5  
24.9 
18.9 
19.5 
22.4 
24.0 
20.2 
20.6 
18.5 
26.5 
25.0 
19.4 
21.3 
25.6 
20.6 
21.8 
19.2 

30. 3 
31.8 
30.7 
30.8 
3 1  08 
29.5 
3 2   0 2  
19.8 
26.9 
19.2 
18.4 
19.0 
19.2 
22.4 
22.7 
19.9 
28 .0  
27.2 
19.1 
19.3 
23.2 
20.6 
25.3 
41  09 
21 .2  
17.9 
19.0 
19.3 
22 06 
19.2 
20.0 
18.6 
16.9 
16.8 
17.5 
20.7 
18.1 
17.9 
17.0 
17.6 
18.4 
19.0 
23.1 
17.3 
17.0 
17.3 
16.5 
16.3 
10.3 
10.2 

43.2 
35.4 
27.2 
19.8 
18.5 
16.3 
24.4 
20.1 
20 0 4  
19.3 
17.3 
19. 1 
16.6 
1 6 . 3  
20.3 
22 .2  
19.1 
20.2 
18.2 
17.5 
19.8 
17.3 
1 9   0 4  
19 o P  

2 1 . 1  
16.8 
18.0 
18.3 
18.2 
17.0 
17.6 
l a . 6  
17.3 
19.3 
17.7 
16.5 
16.5 
17.0 
16.3 
19.7 
18.2 
1d.O 
16.3 
16.2 
17.8 
16.5 
16.2 
17.5 
10.0 
16.3 

SQUARED  ERROR 

SQUARED  SECONDS) 

55  56  57 

33.7 53.2 65.3 
33.2 48.4 32.2 
40.5 32.6 17.2 
23.5 2 2 . 1  21.7 
26.9 2 2 . 1  29.7 
30.0 21.4 16.5 
18.1 19.0 20.7 
18.2 26.9 19.7 
18.0 20.5 33.3 
17.9 17.0 18.2 
18.1 16.2 17.2 
18.5 16.3 37.2 
20.7 16.3 17.4 
18.4 39.8 16.6 
19.0 31.5 16.6 
21 .2  23.3 17.4 
18.2 16.5 17.8 
16.4 16.3 17.3 
18.6 16.4 16.4 
17.9 16.2 16.2 
17.3 16.4 16.2 
18.3 16.3 16.0 
17.6 16.4 16.1 
41.1 16.3 16.1 
19.1 16.4 16.3 
17.2 16.7 16.0 
19.2 16.2 16.1 
18.0 18.1 16.2 
18.2 33.0 '15.9 
19.2 16.2 16.0 
22.8 16.4 18.3 
1 7 . 1  16.6 16.3 
18.1 16.2 16.1 
18.6 16.2 15.9 
18.6 16.2 16.2 
20.4 16.5 16.1 
19.1 16.2 16.0 
20.5 16.9 22.4 
20.2 17.8 15.9 
19.3 16.6 16.0 
17.3 16.2 16.0 
16.3 16.3 16.0 
19.9 16.1 1 6 0 1  
39.9 16.2 16.0 
i 8 . 6  16.2 16.0 
19.9 16.3 16.0 
18.3 16.2 16.3 
17.3 16.2 16.0 
17.5 10.3 16.1 
1d.O 10.3 19.9 
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72.8 
17.2 
35.9 
44.6 
24.0 
17.3 
24.7 
18 0 7  
17.3 
17 .1  
17.1 
18.5 
16.1 
18.4 
17.9 
19.0 
18.6 
21 .0  
27   -7  
18.0 
16.4 
17.4 
16.4 
16.2 
16.0 
16.0 
16.0 
16.6 
2 2  .o 
16 .O 
16.3 
17.7 
16.2 
16.3 
16.1 
16.4 
16.2 
16.2 
i 6 . 3  
17.5 
25.2 
16.4 
16.2 
16.5 
16.5 
16.3 
16.2 
16.2 
16.2 
16.3 
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63.9 
39.5 
25.1 
16.8. 
19.4 
17.5 
17.5 
17.0 
20.2 
16.4 
27.3 
18.3 
16.6 
16.5 
19.9 
16.6 
16.8 
16.8 
27.3 
21.9 
18.6 
18.2 
17.0 
1 7 . 1  
17.3 
17.5 
16.5 
17.3 
17.1 
17.0 
16.4 
15.9 
16.1 
16. 1 
16.0 
16.0 
15.9 
16.0 
16.0 
16. 1 
16.1 
15.9 
16.0 
35.7 
16.0 
16.2 
16. 1 
16.1 
15.9 
20.0 



TABLE 4.3 

RESPONSE 

TRIAL 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

25 

50 

FOR MANN - WHITNEY 'U TEST 

ON INTER-RESPONSE TIMES 

1 

1.74 

0.63 

1.92 

0.95 

1.48 

I. a6 

0.73 

1.13 

2.12 

0.40 

0.71 

0.75 

2 

0.77 

1.11 

0.14 

0.52 

1.33 

O e 5 0  

1.07 

0.89 

0.12 

0.85 

0.93 

1.62 

3 

2.17 

2.16 

1.25 

1.70 

0.89 

3.34 

3.17 

2.34 

2.40 

2.87 

3.14 

4.10 

4 

0.96 

0.07 

0.74 

0.40 

0.43 

3.06 

2,48 

1.88 

2.91 

2.80 

3.22 

2.50 
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Z - VALUES 

FOR MANN - WHITNEY U TEST 

ON INTEGRATED SQUARED ERRORS 

TRIAL z 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

25 

50 
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CHAPTER 5 

CONCLUSION 

5.1 Discussion  of  Results 

In   the   p receding   chapter ,  we made a s t a t i s t i c a l  com- 

parison  of a sample  of human opera tor   behaviora l   s imula t ions  

obtained  from  computer  program  executions  and a sample of 

human opera tor   behaviora l  data obtained  from a psychomotor 

experiment.  Through t h i s  comparison we have  sought  to  deter-  

mine whether o r  n o t  t h e  samples came from  the same pa ren t  

p o p u l a t i o n ,   i . e . ,   a r e   t h e y   s t a t i s t i c a l  Images  of  one  another. 

The r e s u l t s  of t h e  comparison show t h a t ,  w i t h  the   except ions  

noted  and  just i f iably  excused,   there  i s  no statist ical  reason 

f o r   r e j e c t i n g   t h e   h y p o t h e s i s  of i den t i ca l   pa ren t   popu la t ion  

d is t r ibu t ions .   Al though t h i s  i s  a favorable  outcome  and 

o f f e r s  us a q u a n t i t a t i v e  basis f o r  having  confidence  in  the 

proposed  theory, we hes i t a t e   t o   conc lude  t h a t  t h i s  r e s u l t ,  

by i t s e l f ,  I s  su f f i c i en t   ev idence  upon which to argue for t h e  

c r e d i b i l i t y  of the  theory.  We hes i ta te   because  of t h e  inherent  

l i m i t a t i o n s   o f   a n y   s t a t i s t i c a l   t e s t ,  namely,   the   possibi l i ty  

t h a t  a false   hypothesis   can  be  accepted and t h e   p o s s i b i l i t y  

t h a t  o t h e r   t h e o r i e s   c a n  pass t h e  same test. However, if t h i s  

r e s u l t  i s  weighed toge the r  w i t h  t h e   r e s u l t s  of  the  parametric 

s t u d y  i n   s e c t i o n  4,2 and the  experimental   f indings  referenced 
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in   support   of   assumptions made i n   c h a p t e r  two, t he  case f o r  

c r e d i b i l i t y  i s  strengthened  considerably..  Therefore,  support- 

ed by t h i s  co l lec t ive   ev idence ,  w e  conclude  that  t h e  theory 

provides  a credib le   explana t ion  of human learn ing   behavior   in  

the  type  of  manual c o n t r o l  t a sk  consjdered, 

5.2 Summary 

We have, i n   c h a p t e r  two, developed a theory  for   the  ex= 

planation  of human learn ing   behavior   in  a manual con t ro l  task. 

In  explaining how the  human opera tor   acqui res  a motor s k i l l ,  

we have  endeavored  to   account   for   the  inter-subject ,   in t ra-  

s u b j e c t   v a r a b i l i t y  which i s  observable  in  psychomotor  experi- 

ments, T h i s  v a r i a b i l i t y  h a s  been a t t r i b u t e d   t o   t h e   s t o c h a s t -  

i c   n a t u r e  of human information  processing,  which we have 

assumed t o  be a sequent ia l   operat ion  involving  three  sub-  

systems: t he  senso r ,   t he   dec i s ion   cen te r  and  the  effector .  

Each of these  components has been  t reated as a p r o b a b i l i s t i c  

system, and s tochas t i c   desc r ip t ions   o f  how they  funct ion 

have  been  provided. O u r  i n t e rp re t a t ion   o f   Bayes i an   s t a%is t i c s  

f o r   t h e   c h a r a c t e r i z a t i o n  of t h e   d e c i s i o n   c e n t e r ' s   d e c i s i o n  

making has been,  perhaps, our most  important  contribution 

to   the  understanding and conceptual izat ion  of  human l ea rn ing  

behavior. From the  theory we have  derived a model of human 

learn ing   behavior   in  a manual c o n t r o l  task .  T h i s  h a s  been 
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accomplished by  a s t ra ight forward   t rans la t ion   o f  the theory 

i n t o  t h e  machine  language  of a d i g i t a l  computer.. A s e t  of 

read-in  parameters ,   corresponding  to  human psycho-physiolog- 

Ical c h a r a c t e r i s t i c s ,   g i v e s   t h e  model an   ind iv idua l i ty .  Con- 

sequent ly ,  we have been  able   to   execute  a number of  computer 

programs,  which,  on  the basis of a h y p o t h e s i s   t e s t ,  have  been 

shown t o   b e  a s ta t is t ical  image of an  ensemble of human op- 

e r a t o r s .  The number of pa rame te r s   r equ i r ed   t o   e s t ab l i sh   t he  

I d e n t i t y  of t h e  model is r e l a t i v e l y  small consider ing t h e  

complexity of t h e  process   being  s imulated  and  the  detai led 

similarity it  o f f e r s ,  

5.3 Genera l i za t ions  

We now e x p l o r e   t h e   p o s s i b i l i t y  of gene ra l i z ing  the ap- 

proach of the   theory   deve loped   here in ,   for  t h e  purpose of 

explaining human l ea rn ing   behav io r   i n   o the r  manual c o n t r o l  

task contexts .  

Cont inuous  Control ler  - The first extension we wish t o  

cons ider  i s  t o  tasks where the   con t ro l l e r   ou tpu t   can  be var ied  

cont inuously  over  a bounded range by t h e  ope ra to r ,   bu t  where 

t h e r e  is otherwise   no   d i f fe rence  from the  task we have a l ready  

t r ea t ed .   In   t he  task we have t r e a t e d ,  we assumed t h a t  i n  t h e  

d e c i s i o n   c e n t e r  there are s t o r e d   p r o b a b i l i t i e s  for the  MxN 

hypotheses, 
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HI(xm): t he  switch curve  passes   thru the  mesh', 

( X m , v i )  

L e t  u s  reword these hypotheses so t h a t  they' read, 

Hi(xm): the c o n t r o l l e r   o u t p u t ,   u ,   i n  t h e  mesh, 

(+vi ) ,   equa ls   uo ,  

where  uo may e i t h e r  be +U o r  -U. Written i.n t h i s  form, I t  

i s  c l e a r  that the c o n t r o l   a l t e r n a t i v e s   a r e '  2 U and t h a t  the 

p r o b a b i l i t y   d i s t r i b u t i o n   f o r  Hi(xm) i s  d i s c r e t e .  To t rans-  

i t i o n   t o  a con t inuous   con t ro l l e r  we write, 

HI(xm): the c o n t r o l l e r   o u t p u t ,  u, i n  t h e  mesh, 

( x m , v i ) ,   e q u a l s   o r  is l e s s   t han   uo ,  

where  uo is  now a cont inuous   var iab le   def ined  on t h e   i n t e r v a l  

( 4 ,  +U), and t h e   d i s t r i b u t i o n  of u is also  continuous.  With 

t h i s  def in i t ion   one   can   t race   th rough t h e  s t e p s  of the   der iva-  

t i o n   i n   s e c t i o n  2,5 and see t h a t  bas i ca l ly   t he   on ly  change 

necessary  in  the  development I s  t o   r ep lace  summation s igns  

by integrals  and d i s c r e t e   d i s t r i b u t i o n s  by continuous  ones, 

where appropriate .  
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P u r s u i t  Tasks - I n   t h e   s t a t e   r e g u l a t o r  problem w e  have 

considered, the terminal  state t o  which t h e  dynamic process  

is being  forced, i s  fixed. I n  a p u r s u i t  task, t h e  terminal  

state may change w i t h  time, and so, cont ro l   dec is ions   mus t  

be based on an  estimate of t h e  an t i c ipa t ed   t e rmina l  state 

at . the  expected  t ime  of  convergence.  In  other  words,   the 

dec i s ion   cen te r  must make p r e d i c t i o n s  of t h e  fu tu re   cou r se  

of  events.   Therefore,   in t h e  information  processing  sequence, 

we must  i n s e r t  a predict ion  operat ion.   In   addi t ion,   the   cen-  

t e r ' s  memory mus t   s to re   no t   on ly   t he   p robab i l i t i e s   o f   r e sponse  

a l t e rna t ives   fo r   r each ing   t he   nu l l   s t a t e ,   bu t   a l so   t he   p roba -  

b i l i t i e s  for reaching a l l  o t h e r  meshes i n  state space  which 

a re   poss ib le   loca t ions   o f   the   t e rminus .  

Other T a s k s  - Extensions of t h e   t h e o r y   t o   o t h e r  t a s k  con- 

texts,   including  compensatory  tracking  problems and c o n t r o l l i n g  

dynamic p r o c e s s e s   n o t   i n   t h e  class t o  which we' have r e s t r i c t e d  

the  present   development ,   are   a lso  conceivable .  However, i n  

such t a s k  con tex t s  i t  i s  doubtful  t h a t  o u r   i n t e r p r e t a t i o n  of 

the  evidence, E ,  i s  s t i l l  appl icable .   Since we have n o t ,  as 

ye t ,   s tud ied :   t hese   s i t ua t ions   i n   any   de t a i l ,  we w i l l  not  spec- 

l a t e '  on how t h e  theory may be genera l ized   to   handle  them. 

5.4 Applicat ions 

Adaptive  Control - One appl ica t ion   of  t h i s  work, which 

124 



we would l i k e   t o   d i s c u s s ,  is in   the   f ie ld   o f   adapt ive   con- .  

t r o l  systems. If   the  computer  program  presented  in  chapter 

two is  examined c a r e f u l l y ,  i t  can be seen t h a t  without t h e  

input-output  statements and the   super f luous   subrout ines   for  

keeping  score,  simulating  the  dynamic  process,  etc.,   the 

l o g i c  of  the   p rogram  requi res   re la t ive ly  few FORTRAN s t a t e -  

ments. I n  fact ,  i f   t h e   p r i o r s  are set  t o   z e r o   i n   t h e   f i r s t  

and t h i r d  quadrants ,   thereby  e l iminat ing  the need f o r  weight- 

Zng case two and three  evidence, i f  po i s  s e t   t o   o n e ,  i f  the 

sensor   funct ion i s  de le t ed ,  and i f  a few o the r   nonessen t i a l s  

a r e  removed, the  program  reduces t o  a very few statements.  

In  such a form, it does  not   appear  that  the re  would be  any 

g r e a t   d i f f i c u l t y   i n   c o n s t r u c t i n g  a spec ia l   pu rpose   d ig i t a l  

computer to   execute   the   cont ro l   log ic .  If provis ion i s  made 

no t   t o   a l l ow  the   p robab i l i t i e s   t o  go to   ze ro ,   t he  program 

w i l l  l ea rn ,   un- learn ,  and r e - l ea rn   con t ro l   po l i c i e s .  A mod- 

i f i ed   ve r s ion  of  our model of human learning  behavior  we 

be l i eve ,   t he re fo re ,  has the   po ten t ia l   to   per form as the   l og ic  

element of an  adaptive  control  system. 

Psychomotor  Testing - A second  appl ica t ion ,   for  which 

the  theory  holds  promise,  is i n   t h e   s e l e c t i o n   o f   p i l o t   t r a i n -  

ee so  The in t roduc t ion   i n  World War I1 of  psychomotor t e s t -  

ing,  by the  m i l l  t a r y  t o  s e l e c t   f l i g h t   c r e w s , m r k e d   t h e  be- 

ginning of a cont inuing   search   for  improved techniques  to  
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. determine  the aircrew polential of individual applicants. 

In the development of our theory,  we  have  identified  ex- 

plicitly  the determinants of human  behavior in a manual  con- 

trol task. These  included  the  selection rule, revision  rule, 

prior  probabilities,  decision and response  times, etc.  Re- 

flected in these  determinants  of  behavior are the  operator's 

past  experience  in  manual  control  tasks,  the  efficiency of 

his information  processing, his physiological  limitations 

and  the  like,  While it is true  that  these  qualities  alone 

are not sufficient  to judge  the aircrew  potential of an in- 

dividual,  they are, nevertheless,  important  aptitude  indicat- 

ors. It may be  possible,  therefore, to devise a method, 

based on the  theory, for statistically  inferring  the  char- 

acteristics  of an individual's  information  processing  system 

from his performance  in a single  manual  control task.  We 

have, in fact,  already  done  something  similar to this  in  de- 

termining  the  model  parameters for generating our sample  of 

behavioral  simulations. 

5.5 A Final  Comment 

Tn the  revision  making  process, as we  have  described  it, 

evidence is weighted in order to revise  the  priors, p(Hi), 

foT: all 1. That is to say,  in  any given decision  cycle pro- 

babilities In only one column  of  the  grid  may  be  revised. 

If  the sum in equation 2.1 had  been  taken on m  Instead  of  on 
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i, only  one row a t  a time would have  been revised. From a 

computer  program w r i t t e n  w i t h  a l l  summations  taken on m ,  w e  

have  determined that the re  i s  l i t t l e  difference  between row 

and  column rev i s ionso  However, i f  t h e  evidence .is weighted 

In o r d e r   t o   r e v i s e  t h e  p r i o r s   i n  two o r  more columns ( o r  

rows) ,   or  i f  any  one  of a number o f   a l t e rna t ive   r ev i s ion  

schemes i s  used, it is poss ib le  t h a t  t h e  program's  learning 

behavior w i l l  d i f f e r   a p p r e c i a b l y  from i t s  behavior   in   the 

present  formulation.  For  example, i f  the  evidence is used 

t o   r e v i s e  a l l  t h e  p r i o r s   i n   t h e  gr id  simultaneously,  we 

would expect t h e  program t o   l e a r n   f a s t e r  than it does now. 

Applying  other   schemes  for   effect ing  revis ions i s  c e r t a i n l y  

one area where f u r t h e r   i n v e s t i g a t i o n  is recommended. 
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